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Abstract

Most present collision experiments in nuclear physics investigate high-energy state of

matter, others like the CBM experiment at the FAIR in Darmstadt explore matter at

very high densities as assumed to exist in a quark-gluon plasma.

This works aim was to provide a measurement setup and analysis procedure to gain

comparable characteristics for a Transition Radiation Detector prototype as part of the

CBM experiment under similar conditions.

For this, a Fe-55 photon emitting radioactive source triggered a 32-channel readout pad

connected to the detectors Multi Wire Proportional Chamber.

An experimental setup with adequate gas system, high-voltage power supply, grounding

and hardware readout was established and a data analysis and filter procedure was

programmed to determine best parameters and important influences on data.

Hereby, it was possible to display the sources characteristic energy spectrum with an

energy resolution of (32.94 ± 0.92)% under these readout conditions.

Major TRD and hardware problems were detected: A sign-recognition error of the

applied SPADIC readout device that prevented better trigger threshold logic and a

problem in the logic structure of the TRD readout pads that complicated the procedure

of merging the data of related triggered pads.

This thesis results help to compare di↵erent e↵ects of TRD parameters and to determine

the best configuration for the CBM experiment setup.
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European Nuclear Research Center

DLM Deterministic Latency Messages

FAIR Facility for Anti-Proton and Ion Research

FLIB First Level Event Selector Interface Board

FPGA Field Programmable Gate Array

LHC Large Hadron Collider

MWPC Multi Wire Proportional Chamber

RHIC Relativistic Heavy Ion Collider

SPADIC Self-trigged Pulse Amplification and Digitalization as IC

TRD Transition Radiation Detector

v





Chapter 1

Motivation

Physics, the ’knowledge of nature’ is the scientific approach to the What the universe

consist of and the How it behaves. Both questions depend on each other, because to

thoroughly describe a process one needs knowledge of the participants’ nature. While

the behavior of macroscopic material is largely understood, there are still numerous

blank spots in our knowledge of the nature and interaction of atomic and sub-atomic

matter. A major goal in todays nuclear physics is to achieve this knowledge through

particle collisions. With the improving technology and increasing processing power,

the possibility to gain knowledge of matter via collision experiments rises continuously.

While ongoing experimental programs such as the Large Hadron Collider (LHC) or the

Relativistic Heavy Ion Collider (RHIC) research particle reactions at high temperatures,

others such as the future Facility for Antiproton and Ion Research (FAIR) in Darmstadt

seeks to investigate baryonic matter at high density as exists supposedly in neutron stars

and the core of supernova explosions.

Precondition for any measurement is a thorough understanding and the optimal setup

of the detector. The goal of this work was to provide an advanced characterization of,

and knowledge about the parameters e↵ects on a Transition Radiation Detector (TRD)

prototype chamber as employed in the future Compressed Baryonic Matter experiment

(CBM) @ FAIR.

To accomplish this, a measurement procedure under conditions similar to those in the

CBM detector setup had to be developed, to gain comparable energy spectrum data

of a radioactive Fe-55 photon source. Therefore, an experimental setup with gas sys-

tem, high-voltage supply, grounding and a readout chain for data acquisition had to

be established at best possible conditions. Furthermore, the acquired data had to be

analyzed and filtered to finally allow a comparable characteristic Fe-55 energy spectrum

resolution.
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Chapter 2

Background

2.1 The CBM Experiment

2.1.1 Motivation

Figure 2.1: FAIR experiment in Darmstadt [17]

The CBM experiment is part of the FAIR in Darmstadt (see Fig. 2.1) the aim of which

is to investigate highly compressed baryonic matter through relativistic heavy-ion colli-

sions. This state of high density exists within the reaction volume of the collision which

leads to the fact that varying beam energies result in varying states of density and tem-

perature.

While most collision experiments focus on experiments at very high temperatures and

3
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low baryon densities, the CBM experiment will allow to explore densities up to about

three times that of nuclei through beam energies between 30 and 40GeV/u. As Fig.2.2

indicates, at these beam energies and the corresponding
p
sNN = 6 and 10AGeV [6],

highest densities are reached.

The highest yet explored energy range at high densities is 15Gev/u at AGS in Brookhaven

[2].

Figure 2.2: The hadronic critical freeze-out line formed by net baryon density and
temperature of Au+Au collisions. The red values represent the total energy of each Au
beam in AGeV while the blue values correspond to the kinetic force for fixed targets

[18]

2.1.2 General CBM Detector Setup

The CBM experiment can be operated as a muon and an electron configuration. In

the electron configuration, a Micro Vertex Detector and a Silicon Tracking System are

used to track the path of primary or decay particles in less 1m distance to the fireball

at a pointing resolution much smaller than 10�4m, the average decay length of e.g.

D-mesons [16]. The next detector system is a Ring Imaging Cerenkov Detector to

measure the velocity of charged particles to distinguish for instance pions and electrons,

and various TRD layers to measure the energy loss through transition radiation and

also track charged particles path. Behind the TRD, a Time-of-Flight Wall of 120m2

identifies hadrons. The rearmost part of the detector system consists of calorimeters

to measure the energy of charged particles and neutral particles decay photons. The

muon configuration especially allows momentum dependent identification to distinguish

muons e.g. from J/ [3].
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Figure 2.3: The two setups of the CBM experiment [13] with general setup in the
back and alternative muon setup in the front

While the measured probes are the same as those in colliding experiments like the LHC,

measurements at such energy-density configurations are only performed at the CBM and

the RHIC in Brookhaven. This is why it is necessary to thoroughly control systematic

errors through the measurement of similar collision’s muon and electron decay branch

via the di↵erent setups.

The properties of the measured decay particles yield new information about the collisions

high-dense state of matter which is hypothesized to resemble the quark-gluon-plasma.

2.2 Quark-Gluon-Plasma

When with the beginning of the 20th century the study of nucleons technically evolved,

indications for a partonic substructure have been found. These subparticles were called

quarks and their strong force exchange particles gluons. Quarks occur for instance as con-

stituent quarks in hadrons in patterns of three (called baryons) or two (called mesons).

The quarks interaction behavior can be described by the change of their so called color

charge. This color charge behaves in a way that the whole particle (baryon/meson) ap-

pears color neutral. If provided with enough energy, a hadronization process commences,

which can be simplified as a constituent quark forming quark-antiquark-pairs and thus

a single quark cannot be isolated from the parent hadron. This property is called color

confinement and allows a study of quark behavior only at a hadron level. But it is sup-

posed that in the quark-gluon-plasma, a state of matter of high-energy and/or density,

the confinement is suspended and quarks and gluons are asymptotically free [21]. It is
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hypothesized that up to a few microseconds after the Big Bang the universe was in that

state.

2.3 The TRD

The key to the researched matter of states properties is through the precise and fast

discrimination of the collisions’ decay products, e.g. positrons and pions thus defining

the required properties of the TRD.

Features of the TRD are for example the high pion suppression factor to distinguish them

from electrons, a precise tracking through multiple detector layers, the free streaming

data acquisition and a short detector dead time [9]. Most of these features can be

achieved by the comprised MWPC with suitable parameters and a radiator.

2.3.1 Multi Wire Proportional Chamber

The MWPC used in the TRD utilizes an electric field to transport electron clusters to

an anode wire along its field lines and the associated ion clusters to the cathode pads,

measuring the energy loss of an ionizing charged particle that traverse the chamber. The

detector gas mixture normally consists of a detecting (noble) gas and a quenching gas

to shorten the chambers measuring dead time. Thin anode wires are placed vertically

Figure 2.4: Schematic illustration of the TRD-MWPC [6]

in the drift chamber near a segmented plane, creating a mainly homogeneous electrical

field towards the entrance window (drift region) and a stronger electrical field gradient

towards the readout cathode pads of the chamber (see Fig. 2.4). If high-energy charged

particles enter the drift chamber, ion-electron pairs are created through transition ra-

diation photons’ energy loss dE/dx (typically some keV/cm at normal conditions [5]).

The electrons drift along the field lines towards the amplification region. If the anode

voltage is high enough, avalanche multiplication occurs in the wires’ near field (see Fig.
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2.5). The electron avalanche is much faster than the trail of positive ions which is why

they can be measured separately at the back (cathode pad plane) of the MWPC [19].

The induced charge of the ions is proportional to the traversing particles energy loss.

The relatively low speed of the ion trail is the limiting factor of the TRD’s measuring

rate, because they shield the wires electrical field and therefore lower the gas gain [19].

Figure 2.5: Schematic avalanche process at anode wires [19]

In the final setup, radiators will be established in front of the TRD. There, charged

particles with a high Lorentz factor like electrons will emit transition radiation photons

at periodic boundaries of materials with di↵erent dielectric constants. Because of their

relatively high mass and therefore small Lorentz factor (compared to electrons of the

same momentum [15]), pions don’t produce transition radiation which enables the TRD’s

pion-suppression feature through di↵erent signal characteristics (see Fig. 2.6). The foil

window must be grounded to establish the field and thin enough so that photons may

still enter the active gas volume in high quantity.
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Figure 2.6: Average pion and electron pulse height in a ALICE TRD chamber [20]

The transition radiation photons in the final setup were simulated by a photon emitting

Fe-55 radioactive source of comparable energy. The energy peak of TR-photons lies

between 5-6 keV, depending on the radiators structural irregularity [6].

2.3.2 Auger E↵ect

The main process of primary electron cluster creation is
through Auger electrons generated by TR photons.
An X-ray interacting with an atom (of e.g. the detect-
ing gas) by compton- or photoe↵ect excites an inner shell
electron. The generated vacant energy state is occupied
by a electron of a higher energy level. If the energy ra-
diated in this process excites another shell electron of a
bond energy lower than the induced energy, this electron
leaves the atom (auto-ionization, see Fig. 2.7) with the
escape peak energy Eesc = EXray � Ebond. This e↵ect
is called Auger E↵ect and it competes with the e↵ect of
characteristic X-ray photon transition [22].

Figure 2.7:

Auger e↵ect
[19]



Chapter 3

Experimental Setup

To provide detector conditions similar to the final setup at the CBM experiment, an

experimental setup with gas and power supply as well as a Fe-55 radioactive photon

source to imitate the experiment’s transition radiation (TR) photons and an appropriate

data acquisition had to be established.

The following section structure aligns itself to the signal processing (see Fig. 3.3).

Figure 3.1: Foil window of
the TRD setup with adjustable

mounted Fe-55-source

Figure 3.2: TRD proto-
type chambers backside with
32-channel-readouts and one

SPADIC 1.0 attached

9



Experimental Setup 10

Figure 3.3: Schematic experimental setup

3.1 Fe-55 Source

3.1.1 General Data

The radioactive photon emitting Fe-55 sources characteristic data at measuring time

can be found in Table 3.1:

Table 3.1: Relevant data of coin-shaped Fe-55 photon source

Radiation activity 3.63MBq (July 2015) [A.2]

Photon output op (0.51-0.82)⇥105 photons

s·sr
Dimensions ø 12.5mm ⇥ 3mm

3.1.2 Spectrum

The expected spectrum of the Fe-55 source seen by the TRD chamber has a major

(weighted) peak at 5.895 keV created by the emitted photons. An additional escape

peak is expected because argon may not liberate an Auger electron but instead a X-ray

photon which can leave the chamber at an average energy loss of 2.7 keV [23].

The photons emitted by XL and XK� will presumably not be clearly distinguishable

from the noise spectrum due to their low relative probability and their broad weighted

peak.
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Table 3.2: X-ray Photon emissions of the Fe-55 source [10]

Energy [keV] Relative Probability [%]
XL 0.556-0.721 3.2
XK↵

2

5.88765 51
XK↵

1

5.89875 100
XK�

3

6.49045 } 20.5
XK�

00
5

6.5352

3.1.3 Absolute Photon Output

The amount of Fe-55 radiated photons that reach the TRD chamber can be approximated

through the angle of beam spread ↵ of the collimator (see Fig. 3.3). The collimator was

used open so that

↵ = tan

�1

✓
dc � ds

2b

◆
= tan

�1

✓
(40� 12.5)mm

2 · 5.1mm

◆
= (1.2156± 0.0036) rad (3.1)

where ds is the diameter of the source, dc is the diameter of the collimator attachment

and b the vertical position of the source inside it each with an uncertainty of

�x = 0.1mm. For error calculation see Appendix A.1.

With absorption coe�cient µO2 for 5.985 keV photon energy in x cm of oxygen [4] and

photon output oph = (0.51-0.82)⇥105 photons

s·sr of the source, the rate rph of source-emitted

photons reaching the TRD chamber is

rph = 2⇡(1� cos(↵)) · op · e�µO2x = (2.00 - 3.21)⇥ 105
photons

s
. (3.2)

3.2 TRD Chamber Data

The CBM-TRD used for the setup consists of a 57 x 57 cm2 foil entrance window on

one side and the readout connections for data acquisition on the other. The ”active

gas volume” behind the 25µm aluminized Kapton foil is the already described MWPC

with a 5mm drift region combined with an (3.5+3.5)mm amplification section (see Fig.

3.1). There, TR-photon induced signals of the order of 200 ns are measured on (7.125

⇥ 15)mm rectangular pads along the anode wire direction [11] (see Fig. 3.2). The

Fe-55-source mounted on an adjustable frame was placed in front of di↵erent pad plane

sectors to characterize the pad-planes discrepancies in the measurement of signals.
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3.3 Gas System

gas bottle gas flow valve gas bubbler (detector)

Figure 3.4: Gas system attached to the TRD chamber

SPADIC

grounding

O
2

analyzer

flow rate
measuring device
gas bubbler
(backflow)

The MWPC in this experimental setup needed a constant gas flow to create an almost

clean, oxygen free active gas volume inside the chamber. For this reason, a gas system

with controllable flow rate, pressure and purity had to be established (see Fig. 3.5).

Figure 3.5: Schematic gas system setup

To prohibit dangerously high pressures on the kapton foil, branching pipes to gas bub-

blers were fit into the gas route. That prevented high initial pressures on the chamber

and controlled the maximum pressure in the detector.

The oxygen percentage of the chamber gas was monitored by a Hach Orbisphere 410

oxygen sensor as purity grade because impure gas within the MWPC could lead to lower

signal e�ciency because of its electronegativity at best and destructive voltage discharges

because of humidity at worst. At e.g. more than 100 ppm of oxygen measured, no signal
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was visible while stable measurements were possible at 40-65 ppm. Lower values were

not practicable on long terms due to the permeability of chamber and gas system.

The gas used in this experiment was CO
2

as quenching gas and Argon as detecting gas.

Table 3.3: Gas System Settings

Gas mixture 18% CO
2

, 82% Argon
flow rate (2-3) l/h
pressure < 1 bar

O
2

content < 65 ppm

3.4 Anode and Drift Voltages

The gain factor of the MWPC could be adjusted by configuring drift and anode ampli-

fication voltage through a ISEG EDS F025n/p HV-power supply. All data displayed in

this thesis was measured at 1750V anode voltage respectively -500V drift voltage if not

declared otherwise.

This anode voltage provided best ADC values to
match the SPADIC’s dynamic energy range (app.
75 fC in 512 ADC values [1], see Fig. 3.6) as well
as compromise between a high enough gain factor
for the signal statistics and a too high level of
noise amplification.
The drift voltage compromised between a strong
electrical field to shorten the signal in time
without being high enough to create too many
secondary noise clusters.

Figure 3.6: Signal Shape at 1750V
anode voltage and -500V drift voltage

Like the di↵erent SPADIC’s, all readout channels of the ISEG were tested for their

voltage and current stability. As most stable, channel 203 (drift voltage) and channel

303 (anode voltage) were used.
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3.5 Data Acquisition Hardware

3.5.1 SPADIC

The readout-device for the TRD chamber was a SPADIC 1.0.

The SPADIC is a self-triggered system for charge pulse readout (see Fig. 3.8). It

was developed at the Universität Heidelberg mainly by Tim Armbruster and Michael

Krieger to o↵er a readout system for the TRD. Each SPADIC can read out 32 channels

and process them sorted by timestamps. It can be programmed for di↵erent channel

triggers.

Figure 3.7: SPADIC schematic readout [12]

Fig. 3.7 shows the schematic structure of each Channel readout: A Charge Sensitive

Amplifier amplifies the charge pulse and shapes it with the impulse response function

h(t) ⇠ t ·e�t/ts (with shaping time ts = 80ns). Next, the signal is converted by a Analog

to-Digital Converter at a resolution of 8 bits and further shaped by a Infinite Impuls

Response filter [1].

The SPADIC’s dynamic readout range reaches from -256 arbitrary ADC values to 255

around an adjustable base line. Two trigger thresholds can be set within this range to

adjust the minimum ADC value at which a channel readout is triggered.

To receive best measuring results, all eleven SPADIC front-boards available were tested

for their readout quality. SPADIC 05 was finally chosen as best, some others were unable

to connect or had multiple broken channels.

3.5.2 SysCore

The Sys(tem )Core was developed at the Goethe Universität Frankfurt. Its primary

function is the intermediation between SPADIC and FLES Interface Board (FLIB, see

below). For this, it distributes the system clock and the FLIB readout controls then

builds a new container with the SPADIC’s informations and a new timestamp.
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Figure 3.8: SPADIC 1.0 with 32-channel-connector to the left

3.5.3 FLIB

The FLES Interface Board is adjusted to a network controllable PC. FLES stands for

First-Level Event Selector.

This system acquires free streaming data and combines them in timeslices instead of

event-based data, further sorting them on-line and storing them in timeslice archive

files (.tsa) [8]. The main advantage of this is the possibility to merge associated and/or

overlapping events. [14]

3.6 Preparations for Measurement

In a smooth preparation for measurement one has to:

• check the external conditions

High humidity may cause impurity in the chamber, significant pressure and tem-

perature changes altered the TRD’s behavior like dead time and induced charge

per signal

• install required bit-files

Both FLIB-PC and SysCore needed adequate firmware for a fluent communica-

tion to enable the right functional programming on these multifunctional field-

programmable gate arrays (FPGAs)
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• check the links

Before measuring, all links between SPADIC, SysCore and FLIB-PC had to be

checked and possibly reset due to full bu↵ers

• set the measuring parameters

If a fluent data acquisition was possible, a first automatic baseline setting was

initialized, trigger thresholds and specialized software adjustments were set

• start the data acquisition

Data was acquired by a flesnet version as long as needed and then saved in a

.tsa-file

During the initialization of the data acquisition setup, software errors occurred frequently

due to full bu↵ers, unchecked external version updates and connection problems.

Bu↵er errors were resolved by re-enacting the last logical step and reseting SysCore and

SPADIC up to restarting the FLIB-PC.

Unchecked external version updates were by far the most time-consuming errors. At

best, all set parameters had to be checked/reset and the bit-files adapted. Other errors

had to be fixed in individual and complex processes which will not be discussed here for

its limited relevance.

Problems due to weather e↵ect such as high humidity or pressure gradients could only

be resolved by patience.



Chapter 4

Data Analysis

To receive the crucial information from readout data .tsa files, three important steps

had to be taken:

1. Clusterizing

2. Sorting for Displaying

3. Filtering and Analysing

The program used for all analysis was CBMROOT, a specialized, C++ based derivate

of the object-oriented data-analysis framework ROOT developed at CERN [7].

4.1 Clusterizing

One Fe-55 photon normally provokes an ion cluster measured on more than one channel.

For this reason, a clusterizing program developed by Dr. Cyrano Bergmann was used to

merge associated messages in clusters.

This main procedure was to sort messages by timestamp. Because primary triggers

and their forcedly triggered next neighbors had identical timestamps, clusters can be

recognized this way.

To distinguish di↵erent clusters with the same timestamp, clusters not adjacent in space

were separated.

17



Data Analysis 18

4.2 Sorting for Displaying

The data containers included various information about the messages such as ADC-

value per timebin, SPADIC-, SysCore- and Channel-ID, timestamp and the number of

all measured samples. The additional SPADIC information on signal data is given by:

• Hit Type

Normal end of message: All went well (as far as stopping is concerned)

Channel bu↵er full : If the single channel bu↵er was full during readout, message

information was probably lost

Ordering FIFO full : Same as above, but with First In - First Out readout for all

channels

Multi Hit : Channel was triggered multiple times before full message was sent

Combinations of di↵erent Hit Types

• Trigger Type

Self triggered : Channel was triggered due to set trigger thresholds

Global triggered : All Channels were force-triggered via DLM

Neighbor triggered : Channel was triggered by a triggered next neighbor channel

Self and Neighbor triggered

• Info Type

Information about problems during message building (timeout, corruption etc.)

Most relevant: channel disabled during message building

All information had to be displayed in representative histograms to allow a quick overview

of the measurements results and quality (see also Appendix Fig. B.1).
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4.2.1 Trigger Thresholds

The first and probably most important analysis setting was to set the SPADICs trigger

thresholds for signal readout. In order to measure only signals of a certain strength

(the suspected signal strength) the trigger thresholds were manipulated in between the

SPADIC’s dynamic range of [-256; 255] arbitrary ADC values.

The SPADIC allowed two di↵erent types of trigger thresholds:

• Absolute thresholds: SPADIC triggers when two set threshold values are exceeded

by two following timebins or

• Di↵erential thresholds: SPADIC triggers when the gradient of two following time-

bins each exceeds the given threshold value

The final measurements were done with two equal absolute thresholds.

While two di↵erent absolute thresholds seemed to allow a better signal recognition they

could not be used because (unfortunately at a very late state of the thesis) it became

clear that the SPADIC had a sign-recognition error. For every measured ADC value

exceeding the zero line (change of sign), this error created wrong values.

One hint to this error could be found in the decreasing high ADC values in the first

timebins in Fig. 4.14 that form an unexpected signal shape.

First and second threshold are furthermore displayed as (first ADC value)/(second ADC

value), e.g. -170/-170.

4.2.2 Baseline

Because the original messages distribute around a largely arbitrary ADC value, each

channel’s signal zeroline was adjusted to the individually computed baseline.

While the former SPADIC 0.3 started the signal message 5 timebins before the triggered

signal, which made it easier to find a mostly signal-una↵ected baseline, the SPADIC 1.0

fixed message readout started with only one timebin prior the triggered one.

For this reason the baseline was computed through the average of the signals last time-

bin’s ADC values. To compromise between a good average by computing enough values

and a mostly signal una↵ected baseline, the deviation of the noise at the end of message

was observed and a baseline-signal-correlation-histogram created (see Fig.4.1-4.3).

As a signal-correlated value, the messages maximum value was chosen. It was computed

through the comparison of a minimal initial value to all the messages ADC values suc-

cessively and replaced if lower.
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Due to overlapping readouts and triggers, some messages were cut and therefore com-

puted bad ADC baseline values. For this reason, only full messages consisting of 32

timebins were used.

Figure 4.1: Maximum-baseline-correlation of di↵erent channels where the baseline is
set by the messages last ADC value

Figure 4.2: Maximum-baseline-correlation of di↵erent channels where the baseline is
set by the messages last 3 ADC values average
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Figure 4.3: Maximum-baseline-correlation of di↵erent channels where the baseline is
set by the messages last 5 ADC values average

If the average of more than 5 last ADC values was chosen to compute the baseline, a

strong correlation with the signal height was visible in the signals shape (ADC value

per 32 timebins). As best compromise for the computed baseline, the average of the last

three ADC values was taken.

For late measurements, the SPADIC featured readout software which adjusted the chan-

nels baselines automatically could be used. This was done by forcing all channels to

trigger with DLMs, and then computing the average. But the baseline program still

produced visibly better signal so that it was still applied for analysis.
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4.2.3 Integrated Signal ADC

To display the spectrum of the Fe-55 source, several histograms were created to display

the cluster’s integrated ADC values. For this, four di↵erent signal filters were chosen:

1. Only integrated maximum ADC values of cluster added (best filter, less precise

statistics)

2. Only integrated ADC values greater than (baseline + 30ADC values) added

3. Only integrated ADC values of the three timebins around the maximum added

4. All integrated ADC values from cluster added (no additional filter)

Figure 4.4: Only maximum inte-
grated ADC value

Figure 4.5: Only ADC values greater
than 30 ADC values

Figure 4.6: Only ADC values of the
three timebins around maximum

Figure 4.7: All integrated ADC val-
ues

Displayed is the integrated ADC spectrum of filtered maximum message values at
absolute thresholds -170/-170 with the four di↵erent signal-filters. Note that the y-axis
varies due to di↵erent statistics.
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4.2.4 Signal Shape

Each channel’s measured ADC values were plotted against the 32 timebins forming

the Signal Shape. This formed one of the first and best histograms to identify good

measuring and setup structure. Put simply, the comparison between the displayed signal

shape (see Fig. 4.9) and the one expected due to previous measurements with a TRD

prototype by Martin Kohn at CERN 2014 provided important clues to problems in the

measuring setup.

Additional information could be gathered by the di↵erent signal and noise behavior

among the channels (e.g. for altered grounding).

4.2.5 Clustersize per Integrated Spectrum

Because the size of the clusters had a major influence on the integrated ADC value,

it was important to verify a reasonable distribution of clustersizes per integrated ADC

value (see Fig. 4.8). This means that most clusters should consist of the ADC values

of three triggered pads, and the amount of clusters of more pads should exponentially

decrease in number. Ion clusters of higher charge normally provoke signals on more than

three pads, therefore the content of bigger clustersizes should increase with higher ADC

values and most outer channel clusters (two pads triggered) should be found at lower

values (first interval).

Clustersize1
Entries  3700
Mean    3.313
RMS     1.321

Integr. ADC values
0 1 2 3 4 5 6 7 8 9 100

200

400

600

800

1000

Clustersize1
Entries  3700
Mean    3.313
RMS     1.321

Integrated_ADC_Spectrum_Clusterized_3Timebins
Clustersize2

Entries  15670
Mean    4.207
RMS     1.184

Integr. ADC values
0 1 2 3 4 5 6 7 8 9 100

1000

2000

3000

4000

5000

6000
Clustersize2

Entries  15670
Mean    4.207
RMS     1.184

Integrated_ADC_Spectrum_Clusterized_3Timebins
Clustersize3

Entries  15561
Mean    5.217
RMS     1.316

Integr. ADC values
0 1 2 3 4 5 6 7 8 9 100

1000

2000

3000

4000

5000
Clustersize3

Entries  15561
Mean    5.217
RMS     1.316

Integrated_ADC_Spectrum_Clusterized_3Timebins

Figure 4.8: Clustersizes of a measurement at absolute thresholds -170/-170 for first
noise interval (left) main signal and escape peak interval (middle) and higher values

interval (right)

These histograms intervals were set at [0;50], [50;200] and [200;1) ADC values.



Data Analysis 24

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
0

En
tri

es
 

 8
12

16

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  5
.6

69

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
1.

67

110

2
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
0

En
tri

es
 

 8
12

16

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  5
.6

69

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
1.

67

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
0

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
1

En
tri

es
  

14
62

40

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.5

76

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
0.

46

110

2
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
1

En
tri

es
  

14
62

40

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.5

76

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
0.

46

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
1

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
2

En
tri

es
  

32
73

28

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.3

36

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

61

110

2
10

3
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
2

En
tri

es
  

32
73

28

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.3

36

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

61

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
2

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
3

En
tri

es
  

65
91

04

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.0

72

R
M

S 
x 

  9
.2

33

R
M

S 
y 

   
  1

9 110

2
10

3
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
3

En
tri

es
  

65
91

04

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.0

72

R
M

S 
x 

  9
.2

33

R
M

S 
y 

   
  1

9

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
3

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
4

En
tri

es
  1

23
23

84

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.8

72

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

75

110

2
10

3
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
4

En
tri

es
  1

23
23

84

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.8

72

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

75

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
4

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
5

En
tri

es
  2

37
64

48

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.3

37

R
M

S 
x 

  9
.2

33

R
M

S 
y 

   
  1

9 110

2
10

3
10

4
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
5

En
tri

es
  2

37
64

48

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.3

37

R
M

S 
x 

  9
.2

33

R
M

S 
y 

   
  1

9

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
5

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
6

En
tri

es
  2

05
85

60

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  1
1.

84

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
6.

14

110

2
10

3
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
6

En
tri

es
  2

05
85

60

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  1
1.

84

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
6.

14

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
6

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
7

En
tri

es
  7

46
67

20

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  7
.3

62

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
0.

21

110

2
10

3
10

4
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
7

En
tri

es
  7

46
67

20

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  7
.3

62

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
0.

21

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
7

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
8

En
tri

es
 

   
 1

.0
11

44
e+

07

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  7
.7

64

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
0.

74

110

2
10

3
10

4
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
8

En
tri

es
 

   
 1

.0
11

44
e+

07

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  7
.7

64

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
0.

74

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
8

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
9

En
tri

es
  8

21
89

76

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  9
.6

58

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
3.

29

110

2
10

3
10

4
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
9

En
tri

es
  8

21
89

76

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  9
.6

58

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
3.

29

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h0
9

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
0

En
tri

es
 

   
1.

05
31

62
e+

07

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  7
.7

62

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
0.

63

110

2
10

3
10

4
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
0

En
tri

es
 

   
1.

05
31

62
e+

07

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  7
.7

62

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
0.

63

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
0

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
1

En
tri

es
  8

15
52

00

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

   
7.

11

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

95

110

2
10

3
10

4
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
1

En
tri

es
  8

15
52

00

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

   
7.

11

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

95

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
1

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
2

En
tri

es
  5

26
03

52

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.2

83

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
8.

69

110

2
10

3
10

4
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
2

En
tri

es
  5

26
03

52

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.2

83

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
8.

69

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
2

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
3

En
tri

es
  3

03
31

20

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.5

74

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

55

110

2
10

3
10

4
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
3

En
tri

es
  3

03
31

20

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.5

74

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

55

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
3

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
4

En
tri

es
  1

49
98

40

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  7
.2

46

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
0.

48

110

2
10

3
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
4

En
tri

es
  1

49
98

40

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  7
.2

46

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
0.

48

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
4

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
5

En
tri

es
  

82
01

92

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.7

67

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

78

110

2
10

3
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
5

En
tri

es
  

82
01

92

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.7

67

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

78

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
5

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
6

En
tri

es
  

16
75

52

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.1

72

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
0.

29

110

2
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
6

En
tri

es
  

16
75

52

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.1

72

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
0.

29

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
6

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
7

En
tri

es
  

35
37

60

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.2

58

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

09

110

2
10

3
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
7

En
tri

es
  

35
37

60

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.2

58

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

09

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
7

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
8

En
tri

es
  

84
19

52

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  5
.9

35

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
8.

58

110

2
10

3
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
8

En
tri

es
  

84
19

52

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  5
.9

35

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
8.

58

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
8

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
9

En
tri

es
  1

91
91

36

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  5
.7

32

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
8.

04

110

2
10

3
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
9

En
tri

es
  1

91
91

36

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  5
.7

32

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
8.

04

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h1
9

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
0

En
tri

es
  4

03
92

96

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.4

08

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
8.

99

110

2
10

3
10

4
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
0

En
tri

es
  4

03
92

96

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.4

08

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
8.

99

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
0

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
1

En
tri

es
  8

65
14

24

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.0

07

R
M

S 
x 

  9
.2

33

R
M

S 
y 

   
18

.5 110

2
10

3
10

4
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
1

En
tri

es
  8

65
14

24

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.0

07

R
M

S 
x 

  9
.2

33

R
M

S 
y 

   
18

.5

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
1

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
2

En
tri

es
  7

70
05

76

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  1
1.

93

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
5.

66

110

2
10

3
10

4
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
2

En
tri

es
  7

70
05

76

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  1
1.

93

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
5.

66

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
2

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
3

En
tri

es
 

   
3.

69
27

49
e+

07

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.3

92

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
8.

71 110

2
10

3
10

4
10

5
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
3

En
tri

es
 

   
3.

69
27

49
e+

07

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.3

92

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
8.

71

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
3

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
4

En
tri

es
 

   
5.

91
63

71
e+

07

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  7
.1

82

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

61 110

2
10

3
10

4
10

5
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
4

En
tri

es
 

   
5.

91
63

71
e+

07

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  7
.1

82

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

61

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
4

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
5

En
tri

es
 

   
5.

49
46

08
e+

07

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  9
.4

32

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
2.

37

110

2
10

3
10

4
10

5
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
5

En
tri

es
 

   
5.

49
46

08
e+

07

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  9
.4

32

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
2.

37

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
5

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
6

En
tri

es
 

   
6.

92
49

18
e+

07

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  7
.4

68

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

88

110

2
10

3
10

4
10

5
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
6

En
tri

es
 

   
6.

92
49

18
e+

07

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  7
.4

68

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
9.

88

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
6

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
7

En
tri

es
 

   
4.

33
78

78
e+

07

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  7
.6

73

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
0.

34

110

2
10

3
10

4
10

5
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
7

En
tri

es
 

   
4.

33
78

78
e+

07

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  7
.6

73

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
0.

34

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
7

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
8

En
tri

es
 

 0

M
ea

n 
x 

   
   

0
M

ea
n 

y 
   

   
0

R
M

S 
x 

   
   

0
R

M
S 

y 
   

   
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
8

En
tri

es
 

 0

M
ea

n 
x 

   
   

0
M

ea
n 

y 
   

   
0

R
M

S 
x 

   
   

0
R

M
S 

y 
   

   
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
8

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
9

En
tri

es
  6

30
69

76

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  1
2.

09

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
5.

44

110

2
10

3
10

4
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
9

En
tri

es
  6

30
69

76

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  1
2.

09

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  2
5.

44

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h2
9

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h3
0

En
tri

es
  6

28
35

52

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.0

12

R
M

S 
x 

  9
.2

33

R
M

S 
y 

   
18

.9 110

2
10

3
10

4
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h3
0

En
tri

es
  6

28
35

52

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  6
.0

12

R
M

S 
x 

  9
.2

33

R
M

S 
y 

   
18

.9

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h3
0

Ti
m

e 
Bi

n
0

5
10

15
20

25
30

ADC value 20
0

−

10
0

−

0

10
0

20
0

30
0

40
0

50
0

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h3
1

En
tri

es
  2

59
79

20

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  5
.7

41

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
8.

52

110

2
10

3
10

4
10

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h3
1

En
tri

es
  2

59
79

20

M
ea

n 
x 

   
15

.5

M
ea

n 
y 

  5
.7

41

R
M

S 
x 

  9
.2

33

R
M

S 
y 

  1
8.

52

Si
gn

al
_S

ha
pe

_S
ys

C
or

e0
_S

pa
di

c0
_C

h3
1

Figure 4.9: Signal Shape of all 32 channels measured at absolute thresholds -170/-170
and disabled Channel 28
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4.2.6 Signal to Noise Ratio

To gain a fast first information about the measurement settings quality, a counter was

set into the analysis program with the following formula:

signal/noise ratio =
number of messages with max. amplitude > max. noise value

number of all messages read out

This allowed only a rough discrimination because some signal peaks were lower than the

maximum noise peak. Late measurements were at noise ratios of about 30%.

Additionally, a histogram monitoring the triggered signals shape in real-time showed

that the connection to channel 28 of the SPADIC was broken which seemed to cause the

adjacent channels to trigger continuously. This lead to a very bad signal/noise propor-

tion. When channel 28 readout was disabled (see Fig. 4.9), data improved significantly.

4.3 Filtering and Analysing

Technical and software problems as well as disruptive physical e↵ects like cosmic radi-

ation pollute the shape of the measured signal. Their causes had to be recognized to

improve measuring parameters and setup and to program filters which distinguish noise

e↵ects from signal data. It was therefore necessary to:

• Consult Stop, Trigger and Info Types whose information allowed to check the

measurements validity

• Compare the trigger count of all channels to detect readout problems

• Program various filters to reduce the signal/noise ratio in final histograms

• Consult the Signal Shape of each channel and the cluster size distribution to detect

noise e↵ects and acquisition problems

• Program problem-related analysis counters and histograms for e.g. cluster-

structure, signal amplitudes or noise-rate per channel
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4.3.1 Grounding

Fluctuations or di↵erences of the setup voltages zero line had major influences on the

data accuracy. Therefore, a reasonable grounding was a necessity for any measurement.

For instance, the grounding influences the measured signals noise. The outer channels

of the pad mainly measured sinusoidal noise which appears to happen in the internal

SPADIC electronics when the channel is rarely triggered (this was verified by placing

the source vis-á-vis the pads rim which shifted the sinusoidal noise to inner channels).

The noises sine frequency of approximately 3.5MHz changed to higher frequencies (see

Fig. 4.11 and 4.12) when an advanced grounding was applied. These groundings can be

found in Fig. 4.10. Signal Shapes with a direct SPADIC grounding can be found in the

Appendix (see Fig. B.3).

Figure 4.10: Final experimental setup grounding

All wire connections were soldered or tinned and fixed to the frame. It can be observed

that especially the noise in the outer channels seemed to be triggered by a signal due to

its maximum amplitude in the middle of the message.

Figure 4.11: Signal shape of inner
(up) and outer (below) channels with

first grounding

Figure 4.12: Signal shape of inner
(up) and outer (below) channels with

advanced grounding
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Figure 4.13: Copper tape shielding at SPADIC readout channel

Because of the grounding e↵ects on the sinusoidal noise it was likely to derive from a

capacity self-reinforcement in the readout cables. To alter this capacity, copper tape was

adjusted on the readout cables between SPADIC and pad which reduced the sinusoidal

noise (see Fig. 4.13 - 4.15).

Figure 4.14: Signal shape of inner
(up) and outer (below) channels with-

out copper tape

Figure 4.15: Signal shape of inner
(up) and outer (below) channels with

copper tape
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4.3.2 Noise Filters

The following adjustments were used to filter noise from signal data for final histograms:

• Compute only Normal End of Message

This means that neither Multi hits nor messages with full FIFO or other bu↵ers

were computed for the final spectrum

• Filter single message clusters

Each triggered signal induced the readout of its adjacent channels through Forced

Neighbor Trigger to get more information of the triggering signals charge and

position. Therefore the minimum number of channels per cluster is three in the

center and 2 for the outer channels. Possible clusterizing program and readout

bugs could be filtered when only messages of clustersizes greater than one were

read out.

• Amplitude relation filter

The message was split into two halves and the maximum ADC value of each was

computed. This lead to the following maximum relation:

maximum relation =
maximum ADC amplitude (messages first half)

maximum ADC amplitude (messages second half)

Because due to the trigger logic the signal was always found in the messages first

half (e.g. see Fig. 4.11 - 4.15) a low maximum relation indicated a signal-free

message. This relation could only work so well due to the altered grounding and

shielding.

• read out only full messages

Messages of a length less than 32 timebins included unpredictable signal informa-

tion and may therefore cause unpredictable signal spectrum pollution.
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4.4 Clusterizer Update

A problem of the clusterizing tool caused a significant misunderstanding of the resulting

spectrum: The Gaussian-shaped second peak (see Fig. 4.16 left histogram, red fitted

peak) was mistaken for the signals spectrum (first peak).

This lead to many fruitless attempts to alter the bad energy resolution of this peak and

later the search for its origin in program data.

Amongst other things, the extraordinary magnitude of cluster sizes (mainly consisting

of 6,7 or 8 triggered channels) in this part of the spectrum (see 4.2.5) lead to the con-

clusion that a clusterizing tool error could be the cause.
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Figure 4.16: Integrated ADC spectrum of filtered maximum message values at dif-
ferential thresholds 30/-30 before (left) and after clusterizer update (right)

When a new recognition tool was added to the clusterizer to distinguish between mul-

tiple adjacent small clusters and real clusters measured on multiple channels,

the peak disappeared and added to the statistics of the real signal peak (see. Fig. 4.16).

This recognition tool was able to distinguish most clusters adjacent in space by two new

filters. Clusters were separated by

1. Trigger Type:

If two forced neighbor triggered channels were adjacent in space, the clusters were sep-

arated. If a forced neighbor channel was bordered in space by two primary triggered

channels its message was sorted into both clusters.

2. Gradient:

If a triggered channels integrated ADC value was higher than its neighbors antecedent

in space, the cluster was split into two at that channel. This was recognized by a change

of the derivatives sign.
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Results

The simplest way to compare the analyzed TRD chamber’s characteristics with other

designs of the detector is to measure the resolution of the Fe-55 signal peak. The in-

tended aim of the experimental and programming procedure was to provide an energy

spectrum that could discriminate escape peak from both noise and main signal peak as

well as an energy solution as good as possible.

The other major part of the results were the important parameters (e.g. trigger thresh-

olds) and analysis procedures used, and other important influences on the detectors

measuring quality (e.g. grounding) recognized.

To allow a concise overview, the e↵ect of the most important steps to improve the

integrated ADC-spectrum are displayed.

5.1 Final Settings

Best measurements were provided by the following parameter setting:

(see Appendix Fig. B.2)

Table 5.1: Final Parameters for Experimental Setup

Anode Voltage 1750V
Drift Voltage 500V

Trigger Thresholds -170/-170ADC values (absolute)

31
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5.2 Signal Spectrum

When data acquisition was finally working, a first histogram was generated by simply

adding all messages integrated ADC values (see Fig. 5.1). A rough first filter cut lower

ADC values (< 25 ADC values) due to their probable noise origin. This was the starting

point for analysis development.

Figure 5.1: First unclusterized signal spectrum

The updated clusterizing tool and advanced measuring parameters led to first

signal spectrum characteristics with lowered event counts per value because of the clus-

terized messages (see Fig. 5.2).

Figure 5.2: Clusterized signal Spectrum with two di↵erent absolute thresholds
at -250/-120
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Advanced grounding reduced the noise ratio. When the trigger threshold were set

at the same value to reduce the e↵ect of the SPADIC 1.0’s sign-recognition problem

(see Fig. 5.2), the signal spectrum shape for higher values improved significantly (see

Fig. 5.3). The former signal peak displays a visible cut in statistics which is probably

caused by the wrongly computed events exceeding the zero line at the second timebin,

which corresponds to the second trigger threshold.

The following three histogram’s data is binned to allow a better overview. The final

histogram without binning can be found in Appendix Fig. B.5.

Figure 5.3: Integrated maximum values of measurement at final parameters

The final histogram with applied filters can be found in Fig. 5.4. Noise is visibly re-

duced at low values and the signal peaks gauss shape pronounced.

Figure 5.4: Final filtered Integrated ADC spectrum measured at absolute thresholds
-170/-170
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5.2.1 Final Spectrum with Energy Resolution

For the final signal spectrum histogram, only maximum values were computed. The

energy resolution was best at this option but still comparable to the others.

Figure 5.5: Final filtered Integrated ADC spectrum measured at absolute thresholds
-170/-170 with applied Gaussian fit-function (5.2) and 35min measuring time

The energy resolution (variance) of the Gaussian fitted with CBMROOT was

(32.94 ± 0.92)%. The data were converted from ADC values to eV through the iden-

tification of the two peaks positions with the weighted main peak at 5.985 keV and the

escape peak at 2.7 keV [10] through a best-fit line of gradient m and o↵set b (measured

data cannot be arbitrarily low):

m · (ADC value) + b = 34.413 eV · (ADC value) + 325.108 eV

The fits equation is:

f(E) = AK� · exp
✓
E � EK�

�K�

◆
2

(5.1)

= 355.50 · exp
✓
E � 5985 eV

1941.61 eV

◆
2

(5.2)

Uncertainties can be found in the Appendix A.1.
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A second fit was made for the final spectrum with two additional gauss peaks at

6.49045 keV (K�

00
5

peak) and 6.5352 keV (K�

3

peak) and a combined amplitude of 41

302

times the major peaks amplitude, for an even more realistic fit function (see Fig. B.4).

This was not used as final result, because the weighted position and low amplitude of

the two K� peaks held too many uncertainties for a comparable energy resolution fit

function. This fits equation with set energy resolution of 32.63% is:

f(E) = A

1

· e

✓
E�EK�

�K�

◆2

+
41

302
·A

1

· e
⇣

E�E2
�2

⌘2

(5.3)

= 314.77 · e(
E�5985 eV
1941.61 eV )2 + 43.44 · e(

E�6490.45 eV
2137.95 eV )2 (5.4)

A fit for all integrated clusterized data with the same settings computed an energy

resolution of (33.98 ± 1.36)%.
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Discussion and Conclusion

6.1 Final Spectrum

The major goal for an advanced comparable setup is reached by a displayable energy

spectrum of the Fe-55 source that allows a discrimination of the escape peak from the

main signal’s peak.

The observed peak was verified to be the escape peak due to its nearly unchanging

relative height and position at di↵erent settings and adequate filtering methods to dis-

tinguish it from noise peaks.

Cosmic and background radiation are presumed reasons for the exponential decreasing

count number at high values. These could not be influenced by applied noise filters

without shielding and are therefore induced signals. Another part may originate from

avalanche amplification creation near cathode wires which would create strong noise

signals. Possible radiation from the aluminum collimator was measured prior to mea-

surements and can be neglected.

The energy resolution of (32.94 ± 0.92)% is not good enough for a final setup as a

detector. The major reason for this is likely to be the trigger threshold problem.

Other strong influences on the measuring quality not directly related to the chamber

were recognized and described.

If a realistic fit function with the weighted K�-peak would have been possible, the

resulting energy resolution would probably have been slightly better.

37
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6.2 Thresholds

The most influential yet unfortunately buggy measuring parameter were the trigger

thresholds.

The sign-recognition problem frustrated the obvious attempt to use two suitable di↵erent

thresholds per one timebin, and so only equal leveled or di↵erential filters could be used.

The problem is obvious: A rough filter two timebins wide provided very bad statistics

by applying only for very few signal messages.

Triggering with di↵erential thresholds produced other problems: The strong sinusoidal

noise e↵ects in the outer channels would cause too many triggered noise messages.

6.3 Fe-55 Sources Activity

Due to the source’s radioactive half-life of 2.737 years [10], its activity was much lower

than in the only somewhat comparable measurements with a SPADIC 0.3. For this

reason, the collimator was used opened to improve the rate of photons reaching the

detector.

The Fe-55s e↵ective activity of (200-321) kHz during measurements compared to the

proposed final event rate of 107 kHz (100 kHz/cm2⇥ pad-surface [5]) was of a similar but

higher level. An activity in this order will lead to less multiple hits and less interaction

with the space charge of previous signals which can have a positive influence on the

energy resolution and the data’s validity. Under these circumstances, the computable

chance for a multi hit is P (multi hit) = 7.52·10�5 (see Appendix eq. A.4) with the

additional chance of a Force Neighbor Triggered multiple hit.

6.4 Clustersize per Integrated ADC Value Histograms

The histograms (see Fig. 4.8) indicate several problems:

1. Some clusters include only one channel’s values. Every primary triggered channel

triggers a readout of its neighbors so that the minimum number of channels per cluster

should be two for the edge channels. This means that each of these one-pad clusters was

corrupted due to e.g. bu↵er overflow, incomplete messages or timing bugs.

2. The clusterized data of the edge channels (mainly clusters of size 2) displays only

partial information about the events charge. Therefore, edge channel clusters contain

only partial information of the induced charge. This may be prevented in the final

chamber setup by linking border clusters when the outer channels are triggered.

Another problem was the structure of the readout channels. The pad is divided into
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four logical rectangles so that in the middle, adjacent channels were not recognized as

neighbors. If the source would be placed opposite to the middle of one of these rectangles,

more full clusters would have been measured, but it was necessary to display this e↵ect

as long as the pad logic is not modified.

3. The main part of clusters is expected to be of size 3, exponentially decreasing.

High integrated ADC-values show a di↵erent trend which may be caused by the (noise)

avalanches evolving at the cathode wires due to the high electrical field or background

and cosmic radiation e↵ects.

6.5 Filters

The filtering e↵ect is visible in Fig. 5.4 and the filters are obviously able to distinguish

noise from signal data. Due to the very good applied parameters, the e↵ect is not

too strong. On beam time data or measurements with worse parameters the filters are

significantly more e↵ective.

6.6 Clusterizer

The clusterizing tool is an important part of the analysis procedure as can be seen in

Fig. 4.16. It is di�cult if not impossible to ideally separate clusters with this readout

system. The clusterizing update was a major step in this direction but it still contains

several problems:

Firstly, because the ADC values of a channel bordered by two primary triggered chan-

nels are added to both clusters, they compute too high values. This could possibly be

improved by adding only half values to both clusters.

Secondly, the gradient filter would detect a possible noise peak in one cluster as a separa-

tion condition. This problem could be diminished by a clean surrounding and shielding.

6.7 Research Approach

Because the main measuring parameters strongly interfered with others, it was not pos-

sible to set them one by one.

It was therefore necessary to repeat most measuring series when a major problem’s ori-

gin was understood and the problem resolved, and also when a major best parameter

(like e.g. trigger thresholds) was set.
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Additionally, the e↵ect of weather situation (air humidity and pressure) or room venti-

lation had to be considered, because it visibly influenced data at extreme conditions.

6.8 Outlook and Conclusion

The most important result of this work was a readout procedure established from scratch.

It was the first time a laboratory readout with these components was made possible and

a huge amount of time was spent to take the numerous steps on this way.

This thesis results can be (and are) employed in numerous ways:

• Comparison to other detector designs

The Münster TRD chambers characteristics can be compared to e.g. the TRD

prototype of Frankfurt’s CBM work group to characterize the influence of di↵erent

chamber parameters like pad height or wire spacing on measuring quality. Also,

the e↵ect of the pad’s subdivision into four rectangles on the clusterizing ability

raises the subject of modified pad link-up for all TRDs

• Data analysis

The e↵ective signal filters employed can be used for TRD data analysis of labo-

ratory and beam time data. Especially the amplitude relation filter allows a very

e↵ective noise filtering for all TRD data

• SPADIC 1.1 development

The SPADIC 1.0 readout problems provide important information for the ongoing

development of the next SPADIC generation

• Experimental setup

The final setup of grounding, data acquisition and voltages can be used for similar

testing setups or even utilization in the final detector setup

Further possible investigations are:

• Measurements comparing di↵erent readout pads

• Another adjustment of the voltage comparison

• A repetition of measurements at similar parameters with the new SPADIC 1.1
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Di↵erent Pads Measurement

To further characterize the TRD, the di↵erences in e.g. energy solution and signal

reception quality of pads in di↵erent sizes and position to the source can be investigated

to gain information of the chambers border e↵ects.

Anode High Voltage Scan

The main measuring series to identify the best voltage setup for the TRD were, in

respect to the energy solution, executed before the clusterizing tool update. This means

that the compared old signal peak and wrong clusterized data might alter the energy

solution per voltage setting. This does not concern the drift voltage of 500V which is set

to compromise between strong electrical field without noise avalanche production (see

2.3.1), but the anode voltage setting. These measurements were not repeated due to

low assumed e↵ect and lack of time.

SPADIC 1.1

The next SPADIC generation, SPADIC 1.1 is likely to be soon released. This thesis

results (especially concerning TRD and readout problems) contributed to discover bugs

of the old SPADIC 1.0 which have to be resolved for the new SPADIC 1.1.

A repetition of the measurements with similar parameters and the new SPADIC 1.1

should allow more accurate measurement due to e.g. the fixed sign-recognition problem

that would enable measurements with two di↵erent trigger thresholds. This would lead

to a considerably more precise discrimination between signals and noise and therefore

better energy solution.

6.9 Final Conclusion

The major goal to provide the first experimental setup for detector data acquisition

and a signal readout recognizable as a Fe-55 energy spectrum was accomplished. Setup

parameters were set and the larger problems that could not be solved were recognized.

Although the final energy resolution is not good enough for a final experimental use, it

o↵ers a comparison to other detector types with similar setups.
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Uncertainties

�↵ =
�x ·

p
((dc � ds)2 + 8b2)

(dc � ds)2 + 4b2
= 0.0036 rad (A.1)

A(July 2015) = A(May 2006) · e�ln(2) t
tH = 3.63MBq (A.2)

With activity A of the source and sources half-life tH = 2.737 y [10]. Informations on

sources initial activity of 37MBq were ordering documents of the Institut für Kernphysik

Münster.

Table A.1: Final energy resolution fit function errors and set energy resolution

�AK� 5.01 eV
��K� 54.32 eV
�A

2

22.91 eV

�(�E) =

s✓
��

1

E

1

◆
2

(A.3)

P (multi hit) = 1� (P (one hit) + P (no hit)) = 1� (1 + µ) · (e�µ) (A.4)

With

µ =
tmessage

tFe55
(A.5)

Computed with the Poisson distribution with duration tmessage = 1.82848µs of one

message and average time tFe55 = 122.841µs between two photon hits at one readout

channel.
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Figure B.1: Exemplary control histogram monitor for a run with di↵erential
thresholds 20/20 at final settings
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Figure B.2: Exemplary comparison of ADC Integrated spectrum at di↵erent anode
voltages: 1700V (left), 1750V (middle) and 1850V (right)
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Figure B.3: Signal Shape at absolute thresholds -250/-170 with direct SPADIC
grounding

Figure B.4: Final filtered Integrated ADC spectrum measured at absolute thresholds
-170/-170 with applied gauss-fit for K� peaks

Figure B.5: Final filtered Integrated ADC spectrum measured at absolute thresholds
-170/-170 unbinned
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