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Trojan Horse Injection Scheme: 

The cover picture shows a simulation of a promising plasma-based particle accelerator scheme, 

the so-called trojan horse injection. The realization of plasma-based accelerators would provide 

accelerating  capabilities orders of magnitude above conventional particle accelerators. But the 

realization faces several problems which are not only of technical  nature, but also of physical 

nature like transverse phase space matching, energy-spread, beam-plasma instabilities and 

limited energy from the driver beam  for the beam-driven plasma wakefield. 

The scenario of the Trojan horse injection described in the contribution on page xx in chapter 

3 makes use of a laser pulse that ionizes residual He-gas in the accelerating region of the plasma 

wakefield, which is induced by a dense driver beam.   The cover picture  shows the simulation 

of this injection scheme with driving electron beam, accelerating and focusing wakefield 

region and the region of the laser-pulse ionized residual gas. (Reference: Physics of Plasmas 
26, 073103 (2019); doi:  10.1063/1.5108929)
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Editorial 

Dear Colleagues, 

this year we are later than usual with our report. Keep in mind that in this report the 

contributions are about results achieved predominantly in 2018,  however, in this preface we 

are also reporting on a few related news and developments of the current year 2019. Our 

scientific year started as always with a first meeting of our community at Hirschegg, Austria, 

where under the umbrella of the 39th International Workshop on ‘High Energy Density Physics 

generated by Intense Ion and Laser Beams 2019’ we discussed the progress in our field made 

in 2018. 

The 2018 annual meeting of the HED@FAIR collaboration was held at the University of 

Castilla La Mancha in Ciudad Real in Spain, hosted by the Institute for Energy Research under 

the leadership of Professor Roberto Piriz. Details and a summary of this meeting are given in 

this report on pages 1 and 2.  

This year again as in the previous ones the contributions originate from many countries, USA, 

China, Israel Russia, just to name a few. - The amount of chinese contributions to this report 

was also reflected in the strong participation from China at the Hirschegg meeting this year. - 

This internationality of the submitted contributions is also a clear indication of the worldwide 

strong interest in High Energy Density Physics, where lasers as well as intense ion beams are 

interesting drivers to achieve high energy density states of matter. Therefore advanced 

diagnostic tools to determine the plasma parameters of such new states of matter are necessary 

to be developed and were also the main issue of discussion at the HED@FAIR meeting in Spain 

in October 2018. One example for an elaborated diagnostic is the use of the Stark effect to 

determine the ion temperature in a high-energy-density plasma (see contribution on page 3). 

Also proton radiography is yet another example that will enable progress in the understanding 

of high energy density states of matter (view contributions on pages 6, 8, 10). Neutron 

generation with high intensity lasers is a rapidly developing field with numerous applications 

as demonstrated in contributions on pages 53 and 54), to mention only some examples for 

advanced diagnostic methods. On the other hand the demand for new sources of energy is 

represented by several contributions in the last chapter of the report addressing subjects relevant 

for inertial fusion energy, for example on thermonuclear ignition and the onset of propagating 

burn. This was studied in a contribution from Rochester LLE, by Alison Christopherson (LLE) 

as first author  (see page 61), who did win the Laser and Particle Beams (Cambridge University) 

Prize for young scientists and also presented this topic successfully at the IFSA conference in 

Osaka (September 2019). The topic of proton-Boron fusion has gained relevance again and 

seems to evolve rapidly. In this report a contribution to this topic is found on page 67, while on 

many conferences this year the topic was represented, too. 

At GSI/FAIR the construction of the new accelerator facility is making visible progress and the 

schedule still envisions first experiments in 2025. This demands for having all necessary 

diagnostics available and ready to take data well before this time. The FAIR phase 0 is therefore 

designed to complete and test the experimental equipment. 



This report has now a history of about 40 years - starting with a first issue in  June 1980 with 

the year 1979 as reporting period - and was initiated by Professor Bock (GSI). The present issue 

will be right in time accompanying the preparations for the anniversary meeting in Hirschegg, 

where we have been meeting  continuously since 40 years. - It is our aim to have a one page 

contribution to the next issue of the report from each topic presented at the next meeting at 

Hirschegg.  And with some effort and luck, we may be ready to publish this next issue of the 

report about the scientific results in 2019 in June 2020 right in time for the also 40th  anniversary 

of this report series now. 

Dieter H.H. Hoffmann and Karin Weyrich, October 2019 
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Determination of the ion temperature in a high-energy-density plasma using

the Stark effect ∗

D. Alumot† 1, E. Kroupp1, E. Stambulchik‡ 1, A. Starobinets1, I. Uschmann2, and Y. Maron1

1Weizmann Institute of Science, Rehovot 7610001, Israel; 2Institut fr Optik und Quantenelektronik,

Friedrich-Schiller-Universitt, D-07743 Jena, Germany

We present experimental determination of the ion tem-

perature in a neon-puff Z-pinch [1]. The diagnostic method

is based on the effect of ion coupling on the Stark line-

shapes. It was found, in a profoundly explicit way, that at

stagnation the ion thermal energy is small compared to the

imploding-plasma kinetic energy, where most of the latter

is converted to hydromotion. The method here described

can be applied to other highly non-uniform and transient

high-energy-density (HED) plasmas.

The conversion of the kinetic energy of accelerated plas-

mas to ion heating, resulting in radiation emission or in nu-

clear fusion, is of fundamental interest in the field of HED

plasmas, and has general implications for laboratory and

astrophysical plasma research. Of particular importance is

determination of the ion thermal energy, addressed here.

In a stationary plasma, the ion temperature is associated

with the spread of the kinetic energy per ion Ki. The latter

is manifested in the Doppler broadening of spectral lines

emitted or, in the case of fusion plasmas, in a respective

spread of the energy spectra of neutrons and other prod-

ucts of the fusion reactions. However, for plasmas formed

in the process of implosions, both thermal and hydrody-

namic motions contribute to Ki. Therefore, the apparent

ion Doppler pseudo “temperature” TD
i = 2

3
〈Ki〉 may be a

significant overestimation of the true ion temperature Ti. In

an imploding plasma the electron temperature Te cannot be

assumed to represent Ti, either: the radial kinetic energy is

first transferred to Ti and then to Te. Thus, Te < Ti < TD
i

until the plasma fully thermalizes.

Here we present direct measurements of Ti in a HED

plasma, requiring only localized instantaneous spectro-

scopic data. The underlying physical phenomenon is the

ion-temperature dependence of the Stark profile of certain

lines in moderately coupled plasmas.

We demonstrate this approach by measuring Ti at the

stagnation phase of a neon-puff Z-pinch, where the Te <
Ti < TD

i inequality holds. In our Z-pinch system stag-

nation lasts a few nanoseconds, during which the plasma

is characterized by electron density and temperature .

1021cm−3 and ∼ 200 eV, respectively. These parameters

are also typical for the measurements described here.

Stark line broadening is widely used for plasma diagnos-

tics. The Stark width depends strongly on the plasma den-

sity (typically, between ∝ N
2/3
e and ∝ Ne); this is true for

∗This work was supported in part by the Cornell Multi-University Cen-

ter for High Energy-Density Science (USA), the Israel Science Founda-

tion, and the Air Force Office of Scientific Research (USA).
† Corresponding author. droralumot@gmail.com
‡ Corresponding author. evgeny.stambulchik@weizmann.ac.il

broadening due to plasma electrons and ions alike. Con-

trary to that, the temperature dependence is rather weak

and sometimes non-monotonous. Furthermore, the elec-

tron and ion contributions may have opposite tendencies

resulting in a nearly complete cancellation over a wide

temperature range. Consequently, the Stark diagnostics is

typically perceived synonymous to the density diagnostics.

However, if Ne and Te are known with a sufficient pre-

cision independently of the lineshape measurements, then

even the moderate Stark-width sensitivity to Ti can be used

to infer the latter; this approach is used in the present study.

The static Stark effect in a hydrogen-like atom is pro-

portional to the electric field F . In a plasma, the charged

particles form a microfield distribution around the typical

field value that depends on the density Np and charge qp of

the plasma particles as∝ |qp|N
2/3
p . This distribution is suf-

ficient for evaluating the plasma broadening by the plasma

ions when their Stark effect can be described in the qua-

sistatic approximation. Furthermore, the electron broaden-

ing is usually smaller than that due to the ions, because of

the dynamical nature of the electron perturbation and the

larger ion charge. Thus, the broadening of these lines is

mainly determined by the ion microfield distribution.

In an ideal plasma, the microfield distribution is a uni-

versal Holtsmark function that is independent of temper-

ature. However, Coulomb interactions between the parti-

cles modify the Holtsmark distribution, due to the Debye

screening and the repulsion between the ions and the posi-

tively charged radiators, resulting in a decrease of the Stark

broadening.

The Debye screening influences the ion fields at large

distances (r & λD,i, where λD,i is the ion Debye length),

while the Coulomb repulsion is only important at short dis-

tances (r . rm,i, where rm,i = q2i /Ti is the classical dis-

tance of minimal approach). In a weakly non-ideal plasma

the double inequality rm,i ≪ ri ≪ λD,i holds, where

ri = (4πNi/3)
−1/3 is a typical inter-ion distance; since

the line width is mostly affected by microfields formed by

ions at distances ∼ ri, the ion-temperature corrections in

such a plasma are minor and the respective effect on the

line broadening is small. However, the more non-ideal the

plasma is (characterized by the ion–ion coupling parameter

Γii = q2i /(riTi)), the stronger the corrections become.

As an example, Fig. 1 shows the width of Ne X Ly-δ,

calculated using a computer simulation, as a function of Γii

for a few values of the electron density at a fixed electron

temperature. It is seen that for each density, there is a range

of Γii where the dependence of the Stark width on it and
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Figure 1: Ne X Ly-δ Stark width as a function of Γii, as-

suming three values of the electron density and a constant

Te = 250 eV. The filled and opaque circles correspond to

Ti = Te = 250 eV and Ti = TD
i = 1000 eV, respectively.

Also shown is the Doppler broadening.

hence, on the ion temperature can be used for determination

of Ti: for too high Ti (weakly coupled plasma) the Stark

broadening is not sensitive to Ti, and for low Ti the Stark

contribution becomes comparable or even smaller than the

Doppler width, especially for lower plasma densities.

The x-ray output from the stagnating plasma is recorded

by a & 700-eV-filtered photoconductive detector (PCD).

The t = 0 time is defined as the time of the peak PCD

output. The spectroscopic system includes three spherical

crystals, recording the Ly-α satellites and the high-n Ly-δ
and Ly-ǫ. Each spectrometer allows for imaging the spectra

along the Z-pinch axis with a resolution of . 50 µm. The

Ly-α satellite spectra are recorded with a 2nd-order spheri-

cal KAP crystal. Combined with collisional-radiative (CR)

modeling, the spectra provide the time-resolved electron

density and the total (thermal and hydro) ion velocities at

any z position. Ly-δ and Ly-ǫ are recorded independently

using two spherical 4th-order mica crystals. In the analyses

below, we show the z-averaged spectra from an axial slice

of ∆z = 0.5 mm around the vertical center of the pinch.

Two singly-gated (∼ 1 ns) multi-channel plate (MCP)

detectors are used, one for the Ly-α satellite spectra and the

other for Ly-δ and Ly-ǫ. Correcting for photon propagation,

this enables simultaneously recording all three spectra. We

note that even though a single high-n line is sufficient for

application of the method, two such lines (Ly-δ and Ly-ǫ)
were recorded to decrease the uncertainties.

We present detailed analysis of the Ly-α and high-n
lineshapes recorded simultaneously at t = 0. The spec-

tral analysis of the Ly-α-satellite lines yielded values of

TD
i = 900 ± 200 eV and Ne = (6 ± 1) × 1020 cm−3.

We refer the interested reader to the full publication [1] for

complete details. These values are used in order to calcu-

late Ti from the high-n lineshapes, which were recorded

simultaneously from the same plasma region.

The spectra of Ly-δ and Ly-ǫ were modeled by con-

volving the Doppler and instrumental broadenings with
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Figure 2: The experimental high-n spectra are compared

to lineshape modeling for two values of Ti assumed: Ti =
300 eV and TD

i . TD
i = 900 eV, Ne = 6 × 1020 cm−3,

and Te = 200 eV are assumed in both cases. The shaded

area designates a spread of modeled spectra for Ti varying

between 150 eV and 450 eV.

Table 1: The measured plasma parameters for various times

throughout stagnation.

t (ns) Ne(10
20 cm3) TD

i (eV) Ti (eV)

−2.5 5.0± 1.0 1900± 400 400± 150
−1.5 3.0± 0.5 1100± 300 300± 150
−1.0 3.5± 0.5 1300± 300 350± 150
0.0 6.0± 1.0 900± 200 300± 150
2.0 2.5± 0.5 1000± 250 550± 250
2.5 5.5± 1.0 600± 200 400± 150
4.0 2.5± 0.5 600± 200 550± 200

the calculated Stark lineshapes, for a range of Ti values.

Results of the high-n lineshape analysis are presented in

Fig. 2, demonstrating that the best fit is obtained for

Ti = 300 ± 150 eV, while assuming Ti = TD
i results

in lineshapes that are far from fitting the data.

The spectral analysis was performed on multiple shots at

various times throughout stagnation. The results are sum-

marized in Table 1. We observe that most of the kinetic

energy of the ions is stored not in the thermal motion, but

rather in a form of the hydrodynamic macro-motion, while

the true ion temperature is, as a rule, close to the electron

temperature.

We emphasize that this is the first study where the ion

temperature of a HED plasma is directly obtained from

instantaneous localized measurements, without the neces-

sity to obtain an entire history of the plasma parameters,

and without relying on complex energy-balance argumen-

tations. Thus, the approach described here may be consid-

ered for measurements in highly non-uniform and transient

HED plasmas.
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State of the art of the plasma stripper and its interferometric diagnostic∗

P. Christ1, K. Cistakov1, M. Fröhlich1, R. Gavrilin3, A. Khurchiev3, M. Iberler1, O. Rosmej2, S.
Savin3, and J. Jacoby1

The acceleration of highly intense heavy ion beams
at FAIR requires improved technologies concerning
ion beam stripping. As an example, theoretical calcu-
lations for Iodine ions predict a higher equilibrium
charge state for a dense, highly ionized hydrogen
plasma target than for a cold gas target at projectile
velocities below 6MeV/u [1]. In order to utilise this
advantage, several plasma stripper devices were de-
veloped [2, 3].
The latest model posses a novel cylindrical coil to im-
prove the symmetry and homogeneity of the mag-
netic field distribution to enhance the ion beam trans-
mission. Moreover, a higher amount of energy cou-
pled into the plasma was intended for creating a high
electron density and ionization degree needed for the
stripping interaction [4, 5].
To complete the spectroscopic diagnostic shown in
[5], a time-resolved spectroscopy by streak camera
recording the Hβ-broadening was carried out. In fig-
ure 1, the peak density obtained at 500µs streak time,
20kV and 30Pa was about 4.3 · 1016 cm−3.
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Figure 1: Electron density evolution in time

As a further diagnostic, an array of six photo
diodes, which will be placed along the symmetry
axis, was developed to gather spatially-resolved in-
formation about the discharge dynamics. Addition-
ally, a first a ttempt for a more precise measurement
of the electron temperature was conducted. In this
process, some amount of argon was added to the hy-
drogen working gas, much enough for having strong

∗Work supported by BMBF, HIC4FAIR, HGS-HIRe.

transition lines of argon but little enough for not
dramatically changing the plasma parameters to im-
prove the accuracy of the Boltzmann plot. The new
design will be tested at a beam time at GSI, Z6 early
in 2019 to measure transmission, stopping power and
charge state distribution.
For an even better understanding the stripping char-
acteristics of the plasma, a highly precise, compara-
tive and time-resolved diagnostic of the free electron
density and ionization degree is vital. To profit from
a high accuracy and time resolution, an interferomet-
ric approach is in development. The interferometer
is based on the Mach-Zehnder scheme and is run by
a polarized He/Ne-laser at 632.8nm. Moreover, an
acousto-opticmodulator is used as a frequency shifter
for the reference beam to gain an 80MHz beat signal
on the detector to benefit from measuring the plasma
phase shift as a temporal parameter [6].
In order to develop the interferometric diagnostic
detached from the plasma stripper, a separate set-
up consisting of a modified version of the spherical
theta-pinch has been constructed. The capacitor bank
is now set at 30µF at a load voltage up to 20kV re-
sulting in 6kJ energy and a resonant frequency of
10.5kHz.
The laser, the detector and the signal processing units
are contained inside a Faraday-cage to protect them
from the electromagnetic noise during the discharge.
Prospective tasks concerning the interferometric di-

agnostic will be the introduction of a second wave-
length to distinguish the contribution of free electrons
from neutral atoms according to their different dis-
persive behaviour. Finally, a time-resolved polarimet-
ric measurement of the magnetic field distribution of
the coil in shot operation by utilising the Faraday-
effect of a magneto-optic crystal is intended.
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Hard X-ray and Proton Radiography of Underwater Electrical Wire Explosion 

A. Müller-Münster*1, C. Hock1,  M. Iberler1, J. Jacoby1, P. Neumayer2, D. Varentsov2

1Goethe University Frankfurt, Germany 
2
GSI, Darmstadt, Germany

By the use of Underwater Electrical Wire Explosion 

(UEWE) one can create and study warm dense matter 

(WDM) in laboratory. With a moderate pulsed power 

generator, with a total Capacity of 10µF, charging voltag-

es up to 40kV, cylindrical strip line and a thyratron as 

switch, it is possible to create dense plasmas with 10-100 

kJ/g specific energy, near-solid density and 1-2 eV tem-

perature. Due to the high electric breakdown threshold of 

water (>300 kV/cm) and relatively small wire expansion 

velocity (~ 1km/s) there's no parasitic plasma formation 

along the wire surface. This makes UEWE an efficient 

method to study the fundamental properties of metals in 

extreme states [1-8]. 

One of the main challenges is the determination of 

plasma parameters and especially the temporally and spa-

tially resolved measurements of the target density. For the 

radiography of an opaque exploding wire in water one 

needs high energy x-rays or charged particles, which are-

able to penetrate the surrounding water and the windows 

of the target chamber too. Hence soft (few keV) x-rays, 

which are often used for radiography of thin tungsten 

wires exploding in vacuum [9] are not suitable for UEWE 

experiments. In most UEWE experiments only the evolu-

tion of the wire radius is measured by optical means. This 

is the reason why the majority of all the EOS and conduc-

tivity data obtained in the numerous UEWE experiments 

during the past four decades rely on the assumption of the 

radial uniformity of the density distribution during the 

whole course of wire explosion. On the other hand, 

there’re clear theoretical and numerical indications show-

ing that the assumption of radial uniformity does not hold, 

for microsecond and sub-microsecond UEWE discharges 

[4,7,9]. Therefore the question of uniformity of liquid 

metal in near critical state, formed by rapid ohmic heating 

in water bath still remains open. 
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Figure 1: Half-section of the UEWE target chamber. The exploding wire is placed in the middle of a stainless 

steel chamber.  
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Laser interferometry for measurements of electron density and degree of 

ionization in a hydrogen plasma target 

A.O. Khurchiev*, R.O. Gavrilin, S.A. Visotskiy, D.S. Kolesnikov, A.V. Kantsyrev, I.V. Roudskoy, 
S.M. Savin, A.A. Golubev, A.P. Kuznetsov
«NRC «Kurchatov Institute» - ITEP, Moscow, Russia.

Introduction 

Investigation of stopping power in an ionized matter is 
important for obtaining new knowledge in high energy 
density in matter and plasma physics. An important part 
of these experiments is finding correlation between ion 
energy loses and plasma parameters such as: electron 
density, temperature and degree of ionization. The 
hydrogen plasma target [1] and facility for energy loss 
measurements [2] were developed at ITEP. Laser 
interferometry was used to determine parameters of 
plasma target. 

Experimental setup 

An interferometer [3] was based on He-Ne laser with 
λ1 = 632.8 nm and Nd3+:YVO4 laser with intracavity 
generation of the second harmonic (λ2 = 532 nm). Laser 
beams are spatially matched with mirrors and directed to 
the Mach-Zehnder interferometer. The analyzed plasma 
target is placed in one of the interferometer arms. After 
passing through the interferometer, the probing laser 
beams with different wavelengths are spatially separated 
by dispersion prism (Figure 1). 

Fig.1. Schematic of the experimental setup. 

In order to reduce electromagnetic noise, the measuring 
equipment was placed in a protective box. The 
oscilloscopes and the plasma target were synchronized 
using the synchronization block, which also used for data 
acquisition.  

Results 

The linear density of free electrons and the degree of 
plasma ionization in plasma target were measured for 
initial hydrogen pressures 1–3 Torr and capacitor battery 

voltages 3 – 6 kV. Figure 2 shows time dependence of the 
linear electrons density and the discharge current for the 
initial pressure 1 Torr and the voltage 6 kV.  

Fig. 2. Time dependence of the linear electron density and 
the discharge current. 

Figure 3 shows the dependence of the linear electron 
density and the degree of ionization on pressure at various 
voltages for two discharge channels. The maximum linear 
electron density was reached (6.6±0.7) cm-2 at a voltage 
of 6 kV and pressure of 3.5 Torr. The maximum degree of 
ionization 0.35±0.01 was achieved at initial pressure of 
1 Torr and a voltage of 6 kV.  

Fig.3. Linear electron density and degree of ionization 
plasma target versus pressure. 
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Density reconstruction in proton radiography experiments 

with shock compressed gases* 

D. Kolesnikov1#, A. Bogdanov1, A. Golubev1, A. Kantsyrev1, V. Mintsev2, V. Panyushkin1,

N. Shilkin2, A. Skobliakov1

1Institute for Theoretical and Experimental Physics named by A.I. Alikhanov of National Research Centre "Kurchatov 

Institute”, Moscow, Russia; 2IPCP RAS, Chernogolovka, Russia

In experiments on investigation of shock compressed 

gases and non-ideal plasma [1] proton radiography meth-

od is one of the best diagnostic methods for obtaining 

direct information about density distribution in dynamic 

target. During such experiments, gases have to be con-

tained inside shell. Complicated form of beam transmis-

sion dependency on areal density [2] leads to non-trivial 

problem of extracting values of areal density (and subse-

quently volume density) of component from transmission 

of whole assembly. Implication of Monte Carlo modeling 

in Geant4 can provide solution by comparison of numeri-

cal simulation results with experimental data.  

Experimental data processing  

Investigation of non-ideal Xe plasma has been carried 

out with 800 MeV protons at PUMA facility [3]. Target 

(Fig.1) is Xe gas at 2.5 bar initial pressure and normal 

temperature contained inside cylindrical PVC shell with 

22 mm inner diameter and 1 mm thickness. It undergoes 

shock-compression driven by detonation of HE charge 

with formation of non-ideal plasma behind wave front. 

Series of proton radiography images before and in the 

moment of explosion were obtained (Fig.2).  

Figure 1: Scheme of target 

Figure 2: Proton radiography images of Xe target in static 

(left) and in dynamic process (right, detonation wave 

propagates from bottom to top). Transmission profiles 

taken along yellow lines. 

To obtain image of target in units of proton beam 

transmission, operation of division of target image by 

white field image (WF, image in absence of target) should 

be performed. Instability of beam cross-profile from shot 

to shot leads to significant errors in reconstructed density 

distribution. To prevent such errors the initial proton-

radiography images are corrected with the use of asym-

metrical gauss function [4] corresponding to beam profile 

(Fig.3,4).  

Figure 3: Correction of experimental beam profile with 

asymmetrical gauss fit (static target) 

Figure 4: Corrected transmission profile of static target 

Another factor preventing accurate density reconstruc-

tion is presence of noise signal in images due to neutron 

radioactive background, digital camera noises, etc. Noise 

suppression effected by multilevel wavelet thresholding 

[5] and exponential averaging filter [6] (Fig.5).

Figure 5: Example of noise suppression in experimental 

signal (dynamic process) 
 ___________________________________________  
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The full-scale Geant4 model [7] of PUMA microscope 

was used to calculate images of target with compressed 

Xe. Model of target consists of several coaxial cylindrical 

tablets of Xe with different values of compression ratio k 

inside the same PVC shell (Fig.6). 

Figure 6: Model of the xenon target (left) used for numer-

ical calculation of transmission image (right) in Geant4. 

Comparison of cross profiles (Fig.1 yellow lines) for 

experimental image of static target and model image 

showed difference between them (Fig.7), especially near 

shell area where transmission have strong gradients. It 

may be referred to blur in registration system (scintillator) 

and chromatic effects in ion-optics. Such blur is defined 

by point-spread function (PSF). In our case, PSF estimat-

ed as sum of three gauss curves (Fig.7) provides good 

agreement (RMS of 0.5%) between blurred model profile 

and experimental one. All model profiles blurred by this 

PSF to provide possibility for comparing experimental 

data and results of numerical calculation to define proper 

value of gas compression ratio. 

Figure 7: Left - comparison of experimental and numeri-

cally calculated transmission profiles (static target). Right 

– intensity profile of PSF used to blur model image.

Comparison between transmission profile of target in

dynamic process and model profiles with different com-

pression ratios k (Fig.8) shows that density distribution of 

Xe in radial direction is not uniform.  

Figure 8: Comparison of experimental and numerically 

calculated transmission profiles (dynamic process) 

Values of Xe areal density distribution (Fig.9) estimated 

by minimizing function of �2-deviation between 

experimental and model profiles separately for each given 

point in radial direction. Subsequent application of in-

verse Abel transform [8] provides volume density distri-

bution inside target (Fig.10).  

Figure 9: Obtained experimental radial distribution of 

areal density in Xe plasma. 

Figure 10: Obtained experimental radial distribution of 

volume density in Xe plasma. 

Summary 
Method for reconstruction of volume density distribu-

tion in proton radiography experiments with shock-

compressed gases developed. It consists of several meth-

ods for correction of distortions in initial data and recon-

struction of density distribution from transmission of tar-

get with the use of Geant4 numerical simulation results. 

Performance of this method demonstrated on pro-

cessing and analysis of experimental data on investigation 

of non-ideal xenon plasma at PUMA facility in ITEP.  

Described method may be used for data processing and 

analysis at experiments on PRIOR-II facility of FAIR. 
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Study of Shock Wave Compressibility of Textolite for experiments at PRIOR* 

V. Mochalova1,#, A. Utkin1, V. Rykova2, M. Endres3, and D.H.H. Hoffmann3

1
Institute of Problems of Chemical Physics RAS, Chernogolovka, Russia�

 2MEPhI, Moscow, Russia�� 
3Technical University Darmstadt, Darmstadt, Germany 

Using a VISAR laser interferometer with nanosecond 

time resolution, the experiments on developing of targets, 

investigation of the shock wave structure and spall 

strength and also the determination of Hugoniot data were 

performed with samples of textolite with longitudinal and 

transverse direction of the fibers. The goal of this study is 

development of targets for experiments at a novel diag-

nostic system proton microscope (PRIOR) at the TU 

Darmstadt. Textolite is a composite anisotropic material 

with a low specific weight, consisting of interwoven fab-

ric fibers and a binder - epoxy resin. The density of the 

material tested is 1.265 g/cm3. The measured sound speed 

along the fibers is Cl = 7.1 km/s, transverse - Cl = 2.45 

km/s. 

To study the shock wave compressibility of textolite 

under high pressure, the explosive propellant charges 

were used to provide a flat throw of aluminum flyer 

plates. Their velocity varied from 0.7 to 5.05 km/s. Shock 

waves in the samples tested were created by the collision 

of an aluminum flyer plate with the metal plate. The ve-

locity of the sample-water boundary was recorded by 

VISAR interferometer. To determine the absolute value 

of the velocity, two interferometers with velocity fringe 

constants of 280 m/s and 1280 m/s were used simultane-

ously. A laser beam was reflected from an aluminum foil 

which was glued onto the sample. In each experiment, 

average value of the shock wave velocity D was deter-

mined using interferometric data. 

On the velocity profiles, for textolite with transverse di-

rection of the fibers, after the shock jump the particle ve-

locity is almost constant until the arrival of a rarefaction 

wave from the flyer plate. The oscillations on profiles are 

observed due to the porosity of the investigated material. 

Unlike the textolite with transverse orientation of the fi-

bers, in the case when a shock wave propagates along the 

fibers, a two-wave configuration is recorded (precursor 

and shock wave), which is due to the anisotropic structure 

of material. The amplitude of the precursor is about 150 

m/s. The velocity of the perturbations propagation along 

the fibers can be several times higher than the shock wave 

velocity, what results in the formation of the precursor. 

Since the amplitude of forward-running perturbations 

attenuates, the front of the first wave degenerates into a 

sound pulse, so its propagation velocity is close to 7.1 

km/s, measured by the ultrasonic method. 

As a result of processing of the experimental data, Hu-

goniot parameters of textolite in the coordinates of shock 

wave D – particle velocity u were found at the wave 

propagation along (D = 1.45 + 2.05*u, km/s) and across 

(D = 2.37 + 1.26*u, km/s) the fibers (fig.1). 

Figure 1: Hugoniot parameters of textolite. 

A study of spall strength for textolite was conducted as 

well. The measured velocity profiles of free surface of 

textolite for parallel (lower profile) and perpendicular (top 

profile) orientation of the fibers are shown in fig.2. The 

exit of the shock wave on the free surface causes an in-

crease in the velocity of the surface up to the maximum 

value. A rarefaction wave propagates inside the sample, 

which, interacting with the incident unloading wave, re-

sults in an internal fracture - a spall. The spall strength σ, 

which characterizes the maximum tensile stress in the 

sample, is determined by the equation: σ=0.5 �0�0 ∆W, 

where ∆W - the velocity difference between its maximum 

and value at the moment of arrival of spall pulse (shown 

by arrow), �0 – the sound speed at zero pressure, �0 – the 

initial density of the sample. It was found that the spall 

strength value of textolite with parallel orientation of the 

fibers is almost twice higher than that for perpendicular 

orientation. 

Figure 2: Velocity profiles of free surface for textolite. 

It was found that shock wave properties of textolite 

were strongly dependent on the fibers orientation.  ___________________________________________  
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Residual dose rate estimate for PRIOR-II experiment at HHT* 
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PRIOR-II [1] is the proton radiography setup with ex-

pected resolution of about 10 (m planned within FAIR pro-

ject framework. As long as human intervention during the 

setup maintenance is necessary during an accelerator ex-

periment, radiation safety of the experimental area be-

comes an important concern. In order to test the setup for 

meeting GSI/FAIR radiation safety requirements, 3D maps 

of residual equivalent dose rates induced by proton beam 

during the PRIOR-II run were calculated. 

The simulation was performed using the FLUKA [2,3] 

code and AMB74 conversion coefficients set. The irradia-

tion profile represents realistic scenario of the activation of 

the setup. The incident proton beam with energy of 4 GeV 

comes in 10 pulses. The temporal duration of each pulse is 

1 (s, interval between the pulses is 60 s, and the beam in-

tensity is 1012 protons per pulse (total flux of 1013). For the 

calculation the circular parallel proton beam 1cm in diam-

eter with Gaussian momentum spread of 5)10-4 GeV/c was 

chosen. The beam parameters correspond to the upper 

boundary of the intensity.   

For the current calculation, which does not use field 

mapping of the magnetic elements setup, the beam param-

eters, collimator and target dimensions were chosen to im-

itate beam collisions with the setup elements in the pres-

ence of magnetic fields. The target is a tungsten cylinder 

with diameter of 0.6 cm and length of 1 cm. The collimator 

is a tungsten cylinder with outer diameter of 3.6 cm and the 

length of 4 cm. The collimator inner opening diameter is 

1.4 cm.  

Residual equivalent dose rates for cooling times up to 1 

month were calculated. The example results for the mo-

ment immediate after the end of irradiation and cooling 

time of 1 hour are shown in Fig. 1.  

Equivalent dose rate falloff in the characteristic points of 

the setup (Fig.2) is shown on the Fig. 3. As can be seen 

from the plot, the experimental area can be put into the con-

trolled access mode (3(Sv/h criterion at point E represent-

ing the dosimeter position) in approximately 70 minutes 

after the measurement.  
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Optical beam diagnostic is planned for intense ion 

beams, which would destroy conventional beam diagnostic 

devices. The concept is to measure beam-induced fluores-

cence (BIF) from a gas target, spatially resolved, and to de-

duce beam profiles from these data. A more detailed de-

scription of the concept is given in [1-3]. The spectroscopic 

investigations on BIF have thus been continued and latest 

results are presented here. 

Experiments have been performed at the Tandem accel-

erator of the Munich Meier Leibnitz Laboratory, using 

87MeV 32S8+ as well as 14MeV p-beams. Neon and argon 

were mainly used as target gases in a wide pressure range, 

spanning from 10-5mbar up to 300mbar. For emission line 

identification and time structure measurements data was 

taken by high resolution optical spectroscopy using a 

McPherson 218 monochromator equipped with a S20-cath-

ode photomultiplier. Beam profiles and emission intensi-

ties were measured using three different cameras: A regu-

lar, cooled CCD camera (Atik 383L+), an Electron Multi-

plier CCD (EMCCD) as well as an image intensified CCD 

(iCCD, PiMax4). Specific lines for beam profile images 

were selected, using optical bandpass filters. The cameras 

were combined with an f=60mm, broadband (315 to 

1100nm) apochromatic lens (Coastal Optics/Jenoptik 

60mm f4 Apo Macro). The wavelength dependent photon 

response function of the cameras was determined, using a 

PTB-calibrated tungsten strip lamp (OsramWI-17/G 16A). 

Ion beam currents were continuously measured using the 

output of a Faraday end-cup. The target cell was pumped 

down to <10-4mbar before applying a suppressor voltage to 

the Faraday cup and reading the actual ion beam current. 

No suppressor voltage was used during the measurements, 

and beam current readings thus are considered relative val-

ues to be normalized to the readings with suppressor volt-

age applied.  A differential pumping stage (no entrance 

foil) was used for pressures lower than 1mbar (neon) or 

0.3mbar (argon), respectively. A 1.3 mg/cm2 Ti foil was 

installed for high pressures to separate the target chamber 

from the beam line vacuum. The charge state 8+ was se-

lected for S-ions and the accelerator's beam transport sys-

tem, and used to convert measured electrical current to par-

ticle flux for the low pressure range. Using the Ti foil, the 

average charge state is estimated to be 14+. No further 

post-stripping within the target cell was assumed due to 

very low area mass density. Please note that the "effective 

emission cross section" is given for 87MeV S-ions under 

the given experimental conditions. For scaling to other 

ions/energies/charge states/etc., please note that the charge 

state of the 87MeV S-ions, provided by the Tandem accel-

erator, is 8+ for the pressure range p < 0.1mbar, and is 

reaching equilibrium charge state 14+ for the pressure 

range p > 0.3mbar.  

Target gas pressure was measured by a capacitive pres-

sure transducer (MKS Baratron) for pressures above 5

10-3 mbar, and a thermocouple/ionivac combi-instrument

(Bar-ion) for pressures below 10-3 mbar. Pressures

were cor-rected in the low-pressure mode for target gas

response functions of the instruments.

Light emission intensities were mostly recorded using 

the cameras with illumination time set for appropriate ex-

posure at each pressure. Typical photon intensities for the 

740nm filtered Ar-emission, normalized to beam current, 

are shown in Fig. 1 for a 32S-beam, with respect to target 

gas pressure. Normalization to target gas density results in 

apparent emission cross sections, depicted in Fig. 2 for 

neon, and in Fig. 3 for argon lines, respectively.  

Figure 1: Intensity of photo-emission for the 740nm Ar 
line, using 87MeV 32S beam excitation. 

As depicted in Fig. 2, the 585nm Ne I line is strongly 

dominated at higher pressures by secondary effects, such 

as cascades and recombination, and only showing direct 

excitation behaviour below roughly 10-4mbar.  

Figure 2: Apparent emission cross section for the 585nm 
Ne I, and the 337nm Ne II line, using 32S beam excitation. 
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Depending on the specific levels (e.g. directly connected 

to resonance states, dipole allowed/forbidden, etc.), 

quenching of the emission (e.g. Ar 740nm, Fig. 3), or en-

hancement due to recombination or cascades (Ne 585nm) 

may occur. 

Contrary to neutral line emission, ionic emission from 

neon and argon (see Fig. 2, 3), represented here by the  

3p-3s 337nm (Ne) and 4p-4s 476nm (Ar) lines, shows a 

relatively constant emission cross section, with slight re-

combination (0.1 to 1mbar) and collisional quenching, 

competing with radiative decay, stepping in at higher pres-

sures (>10mbar). 

Figure 3: Apparent emission cross section for the total 
ionic argon 4p-4s multiplet (400-550nm), the 476nm Ar II
line, and the 740nm Ar I line, using 32S beam excitation. 

Additionally to the 32S-experiments, a proton beam ex-

periment, measuring beam profiles and intensities, was 

performed. Due to radiation safety, beam current was lim-

ited to 8nA, measured at the Faraday end-cup of the target 

cell. Light emission was consistently low (see Fig. 4), lim-

iting the pressure range to be investigated. Beam profiles 

and apparent intensities are shown in Fig. 4.  

Figure 4: Comparison of beam profiles and emission in-
tensities for the 337nm Ne+ line (black), the 585nm Ne line, 
as well as the 391nm N2

+ emission, using p-beam excita-
tion at 0.03mbar target gas pressure.  

The minimum pressure for the neutral 585nm Ne line 

was 10-3mbar. The 337nm Ne+ line essentially became in-

visible already at about 10-2mbar, while the 391nm N2
+ 

emission is still strongly pronounced. 

Apparent emission cross sections have been derived, as 

presented in Fig. 5.  

Figure 5: Apparent emission cross section for the neutral 
3p-3s 585nm Ne line, using 8nA, 14MeV p-beam excita-
tion. 

We assume these to be preliminary data, which - up 

to now inexplicably - deviate from estimations based on 

data from [4] and extrapolated to the experimental 

conditions by Bethe-Born approximation [5]. 

Also, a small discontinuity in absolute cross section val-

ues occurs when taking data with and without Ti-foil (post-

stripping), and thus converting electrical current to particle 

current according to either 8+ or 14+ ions (see e.g. Fig. 2 at 

1mbar) 
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Interaction of a relativistic sub-picosecond laser pulses 

with extended, sub-mm long near critical electron density 

(NCD) plasmas ensures a long acceleration path of elec-

trons and consequent effective coupling of the laser ener-

gy with fast MeV energetic electrons. Low density poly-

mer foam layers (2mg/cc Triacetate-Cellulose C12H16O8) 

with a thickness of 300 and 500 µm were used as targets 

to create such type of hydrodynamic stable, large scale, 

quasi-homogeneous plasmas.  

The experimental results on the electron heating by a 

80-100J, 750 fs short PHELIX-laser pulse of 2-5×1019

W/cm2 intensity demonstrated that effective temperature

of supra-thermal electrons increased from 1.5-2 MeV, in

the case of the relativistic laser interaction with a metallic

foil at high laser contrast, up to 13 MeV for the laser shots

onto pre-ionized foam layer with a near critical electron

density. Measurements showed high directionality of the

acceleration process.

The observed with the electron spectrometers tendency 

towards the strong increase of the mean electron energy 

and a number of MeV laser-accelerated electrons is rein-

forced by the results of the gamma-yield measurements. 

For measurements of the gamma bremsstrahlung spectra, 

10 channels TLD detector-based thermoluminescence 

dosimetry method was applied. The spectrometer is de-

signed for an energy range from 30 keV to 100 MeV [1]. 

In the case of laser interaction with long-scale NCD-

plasmas, the dose caused by the gamma-radiation meas-

ured in the direction of the laser pulse propagation 

showed a 1000-fold increase compared to the high con-

trast shots onto plane foils and doses measured perpen-

dicular to the laser propagation direction for all used 

combinations of targets and laser parameters [2].  

Figure 1: Simulated response-functions of the 10 TLD-

channels in the spectrometer to an electron radiation 

Figure 1 shows the response functions of the spectrom-

eter to monoenergetic electron radiation in the energy 

range of 100 keV - 100 MeV which have been simulated 

using the Monte Carlo code FLUKA [3] as dose values in 

the TLD detectors placed in a stack of different materials. 

Different gradients and thresholds of these response-

functions allow performing of the reconstruction (unfold-

ing) of the electron spectra. 

The evaluation of the electron spectra from the readings 

of 10 TLDs was resolved in 20 energy bins and was per-

formed applying an unfolding algorithm based on a se-

quential enumeration of matching data series of the dose 

values measured by the dosimeters and calculated by 

means of FLUKA-simulations.  

The electron distribution functions were found to be de-

scribed by two temperature Maxwellian distributions. 

Figure 2 shows the resulting values of electron tempera-

tures Te1 and Te2 for selected laser shots: N° 31, 34, 38, 44 

were made onto pre-ionized foam and 16, 25, 28, 37 onto 

foil/foam at the highest laser contrast. In the case of the 

laser interaction with pre-ionized foams, when the TLD 

doses reached their maximum values, both electron tem-

peratures are essentially higher compared to Te1 and Te2 

evaluated for the case of high contrast shots.  

Figure 2: Electron temperatures evaluated from the meas-

ured TLD-doses 

These results represent a very good correlation with the 

experimental conditions and with the results of the elec-

tron spectrometers. In the case of pre-ionized foams the 

obtained values for Te1� 12 MeV and corresponding 

absolute numbers of electrons Ne1= 0.5-1×1010. This 

number corresponds to 8-16 nC of the well-directed su-

per-ponderomotive electron beam.  
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Introduction

We provide a first-principles method to calculate x-ray

Thomson scattering (XRTS) spectra of warm dense matter

(WDM), with inelastic and elastic signals treated individ-

ually using perturbative time-dependent density functional

theory (TDDFT) formula and first-principles molecular dy-

namics (FPMD) simulations, respectively. As an example

of the method, calculations of isochorically heated beryl-

lium (Be) are compared carefully with experimental data.

A satisfactory agreement is observed, which strongly sug-

gests our method a valid tool to predict XRTS in warm

dense states. We also apply the method to the calculation

of XRTS of isochorically heated aluminum (Al) foils. Ex-

periments of the same setting are carried our recently with

x-ray free electron lasers as both heating source and probe.

However, the predicted electronic temperature (Te) is less

than 2 eV, which is much lower than the previous estima-

tion of 6 eV.

Figure 1: Procedures of calculating total electron dynamic

structure factor (DSF)

Results and Conclusion

Figure 1 displays the flow chart of the first-principles

method. It shows that with the help of our newly devel-

oped extend FPMD method[1], the method can be natu-

rally generalized to calculate XRTS of hot dense plasmas.

XRTS calculations of isochorically heated Be is displayed

in Fig. 2. Two calculations with all electrons and only

valence electrons included respectively are compared with

experimental data. It shows that with all electrons consid-

ered, the calculation agrees well with experimental data.

∗weikang@pku.edu.cn
† mochongjie@pku.edu.cn
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Figure 2: XRTS calculation of Be at 25 eV compared with

measured spectrum[2]. Calculation with 4 (all electrons)

and 2 (valence) electrons are presented.
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Figure 3: Calculated inelastic parts[4] of DSF together with

deconvolved XRTS spectrum[3]. The TDDFT results in (a)

an FCC Al lattice at Te ranging from 300 K to 6 eV and (b)

melted Al at Ti = Te from 2000K to 6 eV. The effects of

ions are displayed in (c)/(d) with Te = 1/6 eV, for FCC Al,

molted Al and homogeneous electron gases.

Temperature Estimations of isochorically heated Al are

shown in Fig. 3. The TDDFT based perturbation method

affords a reasonable estimation to the position of plasmon

profile, as shown in the figure, which implies that the main

part of ion-electron interactions are well addressed. With

the calculation, Te is determined no more than 2 eV, as

long as internal equilibrium among electrons is assumed.
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Introduction

The description of the electronic and ionic properties, of

the equation of state (EOS), and the corresponding phase

boundaries requires state of the art ab-initio methods such

as density functional theory (DFT) with molecular dynam-

ics or path integral Monte Carlo. A combination of DFT

and many-body quantum statistics allows to include higher

order correlations and describe new physics such that the

accuracy and predictive power is enhanced. We are partic-

ularly interested in the dynamic structure factor (DSF) as it

is an important quantity to determine WDM properties and

can be accessed using energetic x-ray free-electron (XFEL)

radiation or electron beams. Enhanced DSF models in-

clude electron-hole interactions in semiconductors and in-

sulators. This provides superior dielectric functions and

conductivities, especially when it is combined with higher

rungs of xc-functionals for a better description of the band

gaps. From these, better EOS may be derived based on the

DSF/dielectric function. Furthermore, temperature mea-

surements via x-ray Thompson scattering (XRTS) will be

improved. We show the capabilities of reproducing the

q-dependent x-ray scattering spectra in comparison with

the existing Kubo-Greenwood formula + Mermin approach

[1].

Computational details

The Kubo-Greenwood (KG) formula used ubiquitously

under WDM conditions for linear response calculations

of the dielectric function and conductivity generally pro-

vides results of unknown accuracy only, especially for (par-

tially) bound state systems due to the combination of single

state DFT wavefunctions along with the lack of many-body

physics in the formula itself. The KG expression for the

frequency dependent conductivity tensor depends on the

derivative of the wavefunction along with the Fermi-Dirac

occupations and the single-particle eigenvalues.

To calculate response functions beyond the level of

the KG formula, we employ various many-body methods

that take wavefunctions from DFT as input. The time-

dependent DFT (TDDFT) calculations under adiabatic lo-

cal density approximation (ALDA) for the xc kernel are

performed using Bootstrap, a long range xc kernel, which

is reasonably good for reproducing excitonic effects and

computationally fast for ab-initio calculation of absorp-

tion spectra [2]. Random phase approximation (RPA) uses

electron states from DFT, but lacks the xc kernel as used

∗k.ramakrishna@hzdr.de

in TDDFT. RPA provides the next best approximation to

the Hartree-Fock approximation, representing a change in

electron’s self-energy due to dynamical screening. The so-

lution of the Bethe-Salpeter equation (BSE) provides the

only “exact” description of electron-hole correlations in-

cluding excitons within the gap. The solution encompasses

a two-step process where the quasiparticle electron states

and wavefunctions calculated under the GW approxima-

tion are used to solve the BSE using a four-point polariza-

tion propagator in a Dyson-like equation [3]. In contrast,

TDDFT uses two-point propagators and is much easier to

solve.

The extended Mermin ansatz (MA) by Fortmann et. al.

provides the state of the art description of the free elec-

tron feature of the scattering signal in WDM [4, 5]. It al-

lows the study of electron-electron correlations and also the

influence of electron-ion collisions by the inclusion of dy-

namical collision frequency and local field corrections. The

absorption spectra obtained with the aforementioned meth-

ods for the body-centered cubic structure (bc8) are shown

in Fig. 1.

Figure 1: The imaginary part of the dielectric function of

bc8 for various pressures calculated using different meth-

ods.
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The Brewster windows are a widely applied diagnostics
tool for the fusion plasma diagnostics. Till nowadays the
nature of Brewster waves is not quite well understood. It
is also well known that the global radiocommunication is
realized with the help of ionosphere or, in other words, in a
spectrum of higher order Electromagnetic waves inside the
spherical screened waveguide where one of the wall is the
Earth surface and another one is the ionosphere. Another
hypothesis for propagation of signals is based on the sur-
face wave propagation along the seawater and the ground
known as Zeneck wave[1]. All the theoretical researches
in this field are addressed to those surface waves which

have the phase velocity being less than speed of a light.

In this work we consider the possibility of existence of the

leaky wave near to the medium surface with phase veloci-

ties higher than speed of a light.

Dispersion relations for the surface wave (SW) and the

Brewster wave (BW) propagating along Z > 0 axis on a

surface of a highly absorbing medium (X = 0) have been
derived. It is known that the surface wave exists in a range

of phase velocities less than speed of a light in a vacuum

and decays while propagating off the medium surface in

both directions [2], [3]. Whereas in a range of phase ve-

locities higher than speed of a light, the leaky wave does

exist in a narrow angular sector which is compressed to the

surface and propagates along the surface decaying slowly.

We call such a leaky wave as the Brewster wave since it

can exist only when the transverse incident wave gets not

reflected at the surface. This wave can exist compared to

the Zeneck wave which can not as it was shown in [4] be-

cause its group and phase velocities are higher than that

of a light. In this work the Fresnel task of reflection of

the plane electro-magnetic wave at the flat conducting sur-

face with |ε(ω)| ≫ 1 (ε = ε′ + iε′′) was solved, where
Im ε = ε′′ ≫ ε′.

In the work [2] the following reflection coefficient was

obtained:

R =
ε(ω)

√

k2
z
c2 − ω2 −

√

k2
z
c2 − ε(ω)ω2

ε(ω)
√

k2
z
c2 − ω2 +

√

k2
z
c2 − ε(ω)ω2

(1)

We consider that the field decays in both outward from the

medium surface direction, i.e. over the surface at X > 0 -
Re kx1 = Re

√

k2
z
− ω2/c2 > 0 and under the surface at
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X < 0 - Re kx2 = Re
√

k2
z
− ε(ω)ω2/c2 > 0, and this

absorption is strong due to ε′′(ω) >> 1. The solution for
Maxwellian equations for the surface E-wave (Ex,Ez ,By)

is the following:

Ez, By = Ez0·, By0 ·



















exp (−kx1x+ ikzz) , x > 0,

Re kx1 =
√

k2
z
− ω2/c2 > 0,

exp (kx2x+ ikzz) , x < 0,

Re kx2 =
√

k2
z
− ε(ω)ω2/c2 > 0.

(2)

Inserting these solutions into the boundary condition, i.e.

continuity, for Ez and By at the surfaceX = 0 [3], we can
get the dispersion relation for the SW when ω/kz < c:

ε(ω)
√

k2
z
c2 − ω2 +

√

k2
z
c2 − ε(ω)ω2 = 0 (3)

and for the wave vector

kz =
ω

c

(

1 +
1

4
√
ε′′

[

i+
ε′ − 1

2ε′′

])

, (4)

where from it follows that the SW is a slow wave and

slowly decaying in a highly absorbing media.

The dispersion relation for the Brewster wave (leaky

wave), when ω/kz > c and no reflection occurs, can be

determined in the similar way using the solutions similar

to that for the surface wave (2) with the only difference at

x > 0 the exp(−kx1x) will turn into exp(kx1x):

ε(ω)
√

k2
z
c2 − ω2 −

√

k2
z
c2 − ε(ω)ω2 = 0, (5)

kz =
ω

c

(

1 +
1

4
√
ε′′

[

ı−
ε′ − 1

2ε′′

])

. (6)

It can be clearly seen that the phase velocity of a BW is

higher than that of a speed of a light when ε′ > 1. The BW
decays slowly along the propagation.
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Dynamical properties of dense

one-component plasmas revisited*
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Dense one-component plasmas are good model systems 
possessing basic properties of the working bodies of future 
inertial fusion devices. Contemporary methods of diagnos-
tics of such systems require knowledge of dynamic charac-
teristics of these Coulomb, though classical, systems. 

Here, the results on the OCP dynamic properties calcu-
lated within the simplified interpolation version of the mo-
ment approach are compared to the simulation data of [1]. 
Thus, the robustness of the self-consistent method based on 
sum rules and other exact relations, see [2, 3] and refer-
ences therein, is demonstrated. 

Classical one-component Coulomb system are charac-
terized by a coupling parameter

=
( )

 .  (1)

Here stands for the temperature in energy units, 
designates the ion charge, and = (3/4 ) / is the Wig-
ner-Seitz radius with being the number density of 
charged particles.

Plasma is considered to be strongly coupled if > 1 and
is ideal for The upper limit of the coupling param-
eter is determined by the Wigner crystallization. 

The interparticle interaction is described by the Coulomb 
potential:

( ) =
( )

,  (2)

The central characteristic of dynamic properties of plas-
mas is the dynamic structure factor (DSF) ( , ), a posi-
tive frequency function, which is associated with the die-
lectric function ( , ) via (the classical version of) the 
fluctuation-dissipation theorem):

 ( , )
=

(2 )
( , ).     (3)

Here, the wavenumber (the system under considera-
tion is presumed to be uniform) is a parameter. 
The plasma inverse dielectric function (IDF), ( , ),
was determined in [1] within the moment approach [4] 
complemented by some physical observations which per-
mitted to express it in terms of only two characteristic fre-
quencies, which are the ratios of the frequency power mo-
ments of the IDF imaginary part:

2 2
1 2

2 2 2 2 2
1 2 2 1

1
2

1 .
2

,
p

i
k

i
(4)

The frequencies and in (4) can be calculated rigor-
ously as soon as we know the static structure factor (SSF) 

of the system [1, 4]. Here we employ the following inter-
polation expressions [5,6]:

2 2 2 2 2 4 4
1 1 1 ,p D qk k k k k (5)

2 2 2 2
2 2 2
2 2 2 2

1 .
e int

p

p p

v k v k
k (6)

The interpolation and fitting parameters introduced here 
are the following:

3

2
2 4

,
15 10.6322

int

e

v
m

= 12 / ,   = / ,   ,    are the Debye
and Bohr radii. Under the thermodynamic conditions we 
deal with here, the system is practically a classical plasma 
so that all magnitudes can be expressed in terms of the 
plasma coupling parameter , and we may use for the av-
erage electron thermal velocity the Vlasov classical form:

= 3 / .
The numerical results on the dynamic structure factor are 

compared to the simulation data of [1] and are summarized 
in Figures 1-6. In all figures the squares correspond to the 
data of [1] with q=ka being the dimensionless wave-
number.

Figure 1: The OCP normalized dynamic structure factor 
(lines) in comparison with the simulation data of [1]
(points) at =20, q=0.91.

_________________________________________
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Figure 2: As in Fig.1 but for 0, q=0.91.

Figure 3: As in Fig.1 but for 50, q=0.91.

Figure 4: As in Fig.1 but for 50, q=7.74.

Figure 5: As in Fig.1 but for 100, q=6.20.

Figure 6: As in Fig.1 but for 100, q=7.74.

In conclusion, the reliability and robustness of the self-
consistent moment approach is demonstrated by 
comparing the results obtained for the OCP dynamic 
structure factors within the present simplified version of 
the approach with the simulation data. No adjustment to the
latter is employed. Merging of the collective modes at high 
wavenumbers, when 2 < [1], is described, at least,
qualitatively. The method permits to determine also the 
dispersion and attenuation of plasma waves in plasmas
under consideration. Such an outcome can be used in dense 
plasma diagnostics.
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A High-Energy Laser Beamline for plasma physics experiments – from PHELIX 

to the HHT-cave at GSI 
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Motivation 
At the GSI Helmholtzzentrum für Schwerionenforschung 

(Darmstadt, Germany) one of the unique features of the in-

frastructure and facilities is the possibility to carry out ex-

periments combining the heavy-ion beam of the accelerator 

with the high-power laser PHELIX [1]. PHELIX is a multi-

100 J-class glass laser operated as a user facility open to 

the international scientific community. Through its versa-

tile front-end architecture PHELIX can be operated in both 

long and short pulse modes, corresponding to ns pulses 

with up to 1 kJ pulse energy and sub-ps, 200 J pulses, re-

spectively. The short-pulse mode is an ideal driver for the 

investigation of high-power laser-matter interaction, with 

the emphasis on driving high-energy secondary sources of 

ions, neutrons and electrons [2]. The long-pulse mode is 

mainly used for plasma heating, which can then be investi-

gated by the heavy-ion beam of the linear accelerator of 

GSI at the experimental station Z6 [3] (cf. Fig. 1) or other 

diagnostic laser beams.  

On the other hand following the linear accelerator, the ions 

are coupled into the SIS18 ion synchrotron and are further 

accelerated. The SIS18 ring has recently been upgraded in 

preparation for seeding the future SIS100 ring of FAIR. 

The ion beam coming from the SIS18 accelerator ring is 

sufficiently intense to generate interesting uniformly 

heated plasma states on the order of several mm in size. For 

the characterization and investigation of the processes tak-

ing place in such a plasma, a laser-driven X-ray backlighter 

source is very attractive. However, since currently there is 

no such possibility at GSI, in spite of  all necessary facili-

ties being available on site, our plans are to build a new 

beamline infrastructure that will transport the PHELIX 

beam to the HHT cave, located downstream of the SIS18 

accelerator ring (cf. Fig. 1) mainly for this purpose. 

Infrastructure development  
The envisaged laser parameters for the pulse delivered by 

the new beamline to HHT are 200 J pulse energy, 1 ns pulse 

duration at 527 nm wavelength. A relay imaging telescope 

will transport the PHELIX pulses across the ESR experi-

mental hall (cf. Fig.2) covering a distance of ~ 65 m while 

preserving the beam quality. In order to avoid ionization in 

air at the telescope focus and the detrimental influence of 

the unfiltered air on the beam quality, the laser  pulses will 

propagate in a vacuum tube along their entire path between 

the PHELIX building and the HHT cave.  

Experiment plans 
The PHELIX pulses will drive X-ray sources which can 

then be used in several diagnostic schemes, such as absorp-

tion spectroscopy, scattering, diffraction and radiography 

to access the high-energy density plasma states generated 

Figure 1: Location of existing infrastructure at GSI, simi-

lar to the beamline to the experimental station Z6 the PHE-

LIX long-pulse beam will be transported to the HHT ex-

perimental cave located downstream of the SIS18 ion syn-

chrotron. 

Figure 2: 3D model of the envisaged beamline transporting the PHELIX nanosecond pulses to the HHT experimental 

cave. 
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by the high-intensity ion beam. These techniques give in-

formation on the electron temperature, the ion temperature 

and structure, structural phase transitions and plasma ex-

pansion characteristics, respectively. In addition to laser-

driven X-ray sources, the high-power laser can itself create 

dynamic states of high energy density matter, which can 

then be characterized by the proton-radiography capabili-

ties at HHT (PRIOR) [4]. Since these experiments are 

highly relevant to the research programme planned for the 

future APPA cave at FAIR, the PHELIX-HHT beamline 

forms a crucial part of the preparatory “phase-0” activities 

using exiting GSI infrastructure. 
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Background

For plasma physics experiments at FAIR (Facility for

Anti-Proton and Ion Research) in Darmstadt, Germany, a

new diagnostic laser is needed. This laser is speci"ed with

an energy of 200 J at 1053 nm and a repetition rate of at

least one shot every 5 minutes. To achieve these goals and

using existing know-how at GSI, the main ampli"er stage

is planned to use Nd:glass as gain medium at an aperture

of 315 x 315 mm2 and the well-established 0ash lamp

pumping technology. Additionally the new ampli"er

should be compatible with the existing PHELIX laser that

can serve as a test bed as well as serving as a potential

upgrade.

Development

In the current PHELIX system, thermal loading of the

glass is the limiting factor for our repetition rate [1] as the

inhomogeneous heat distribution will cause thermal

lensing and birefringence e7ects. These e7ects strongly

a7ect the wavefront, greatly diminishing the focusability

of the beam. To achieve the required repetition rates with

such a system, active cooling is required to reduce the

heat build-up in the glass discs between shots.

The setup under investigation consists of a split disc

design with a liquid coolant "lm between two glass discs

to maximize the surface area of the discs in contact with

the coolant while keeping the number of interfaces as low

as possible to avoid excessive re0ection losses and reduce

distortions of the wavefront.
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Cooling liquid

The cooling liquids investigated for the ampli"er play a

crucial role in the cooling performance as well as the

optical performance of the system. The cooling

performance can be characterized by the coolant’s heat

capacity and its volume exchange rate which is limited by

its viscosity. Thus liquids with low heat capacity and low

viscosity can be just as viable as liquids with high heat

capacity and high viscosity since the higher volume

exchange rate can o7set the faster increase in coolant

temperature. Since the laser beam is passing through the

coolant, the optical properties of the coolant have to be

considered as well. Optical losses in the ampli"er can be

divided into absorption and re0ection losses which are

highly dependent on the absorption characteristics and

refractive index of the coolant. 

Simulations

After optimizing the coolant 0ow the simulations were

extended to simulate the entire 3D cooling process of the

glass discs. From these simulations, it was possible to

minimize the cooling time by adjusting the temperature

pro"le of the coolant. The results from these simulations

were then processed by a custom C++ script to convert the

temperature map of the glass into e7ective refractive

indices. From these indices it was possible to calculate the

optical path of each partial beam in the ampli"er module

resulting in the relative phase shifts and thus the

wavefront distortions.
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 Status

An optical test bench to measure the wavefront

transmitted through a glass module housing two BK7

“dummy” glass discs has been set up. It allows for the

veri"cation of the mechanical simulation model as well as

a step-by-step implementation of the cooling liquid supply

system. 
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Facilities for high energy density experiments at FAIR

S. Neff∗1 and A. Blazevic2

1FAIR, Darmstadt, Germany; 2GSI, Darmstadt, Germany

At the site of the Gesellschaft fuer Schwerionen-

forschung (GSI) in Darmstadt, the Facility for Antipro-

ton and Ion Research (FAIR) is currently under construc-

tion. FAIR will offer unique experimental possibilities for

a wide range of scientific fields, including antiproton ex-

periments, the study of quark-gluon plasmas, nuclear struc-

ture studies, atomic physics experiments and high-energy

density experiments[1].

High energy density physics research at FAIR

The unique high-intensity heavy-ion beams and high-

intensity proton beams that the FAIR facility will of-

fer can be used for the study of high-energy density

(HED) samples and warm dense matter (WDM). This re-

search is part of the APPA research pillar, which also in-

cludes atomic physics, biophysics and materials science

research[2]. Heating with intense heavy-ion beams can be

used to generate homogeneous, macroscopic (mm3-sized)

samples of warm dense matter[3]. At FAIR, the SIS-

100 heavy-ion synchrotron will provide beams with up to

5 · 10
11 U28+ ions with an energy of 2 AGeV in a 50 ns

bunch for plasma physics experiments, where they will be

used either to isochorically heat macroscopic samples to

eV temperatures or to indirectly compress them to Mbar

pressures. In addition, SIS-100 will also provide high-

energy protons (up to 10 GeV with up 2.5 · 1013 protons

per bunch in the APPA Cave) which will be used for proton

microscopy. This research in the fields of HED physics and

WDM is coordinated by the High Energy Density Science

at FAIR (HED@FAIR) collaboration, which will focus on

four main areas of interest:

1. The study of the properties of materials driven to ex-

treme conditions of pressure and temperature.

2. The study of shocked matter and equations-of-state.

3. The study of the basic properties of strongly coupled

plasma and warm dense matter.

4. Nuclear photonics, including the excitation of nuclear

processes in plasmas and laser-driven particle acceler-

ation and neutron production.

Key experimental schemes that will be used at FAIR are the

HIHEX (Heavy-Ion Heating and Expansion)[4], LAPLAS

(Laboratory Planetary Sciences)[5] and PRIOR (Proton

Microscope for FAIR)[6] setups.

∗The work reported in this paper has been carried out by the research

and accelerator departments of GSI and the HED@FAIR collaboration.

Figure 1: Schematic view of FAIR. The facilities needed

for HED and WDM experiments are highlighted. Indicated

in blue are facilities already existing at GSI, whereas newly

constructed parts are marked in red.

The experimental facilities at FAIR

A schematic of FAIR is shown in Figure 1 (the parts

relevant for HED research have been highlighted). Al-

ready existing at GSI are the UNILAC linear accelerator

and the SIS-18 heavy-ion synchrotron. They will be com-

plemented at FAIR with a proton LINAC and the SIS-100

heavy-ion synchrotron. The beamline for the HED@FAIR

experiments are located in the so-called APPA-cave, which

also houses a second beamline that is used for atomic

physics, biophysics and materials science experiments.

The HED@FAIR beamline is shown in Figure 2. Key com-

ponents are: (i) the beam matching section, (ii) a variable

section that can be changed to house setups for various ex-

periments (HIHEX, LAPLAS or PRIOR), (iii) a supercon-

ducting final focusing system, (iv) a target chamber and (v)

a beam transport line for a diagnostic laser. The ion-optical

design of this beamline allows for an efficient transport of a

wide variety of ions, ranging from protons to uranium ions.

Experiments will use a variety of diagnostics. For laser-

based diagnostics, a 100 J, 2ω (532 nm) ns-laser will be

available initially. In the long run, it is planned to upgrade

to a picosecond short-pulse laser system to allow for better

diagnostics of dense samples.

Current status and timeline

Experiments at FAIR are scheduled to start in 2025.

Upgrades to the SIS-18 building to improve its radiation

shielding and to build the connection to SIS-100 have al-

ready been carried out successfully. The construction of

the SIS-100 accelerator tunnel is progressing rapidly and

the civil construction of the other buildings is scheduled to

24



start next year and to be finished by 2023. After the instal-

lation of components in 2023 and 2024, the commission-

ing of FAIR is scheduled for 2025. Most accelerator com-

ponents are currently under construction or have already

been delivered. All technical design reports needed for the

HED@FAIR setup have been approved by FAIR and the

construction of equipment is progressing well.

The building plans for the APPA cave and its support

building have been completed and the specifications of the

technical building equipment are currently being finalized,

so that the civil construction work can be tendered once it

has been approved by the FAIR Council. There has also

been a review of several experiment components by the

Cost Book Working Group. In the case of HED@FAIR, it

has recommended that several work packages (beam dump,

beam matching section, cryogenic system) should be part

of the accelerator work package (the decision by the FAIR

Council on these proposed changes is pending).

The ion-optical layout of the beam matching section

has recently been optimized, resulting in three fewer

quadrupole magnets that are required and corresponding

cost reductions. The ordering of the quadrupole magnets

for the beam matching section is scheduled for this year.

The superconducting quadrupole magnets for the final

focusing system are an Russian in-kind contribution and

have been contracted to the Kurchatov Institute IHEP in

Protvino. After a first design had been discussed with ac-

celerator experts at GSI, it had been decided to redesign

the current lead connectors. The final magnet design has

now been finished and a final design review (FDR) will

take place at GSI in June 2019. After the completion of

the FDR, the production of the four quadrupole magnets

will start. The delivery of the last magnet is scheduled for

the spring of 2023.

The electromagnets for PRIOR and their power sup-

plies are a German in-kind contribution and have been con-

tracted to two suppliers. The delivery of the magnets and

power supplies is scheduled for the fall of 2019, so that the

system can be installed at the HHT experimental area for

testing and commissioning in the beam time of 2020.

A target chamber for first experiments and a target ma-

nipulator have been funded by BMBF Verbundforschung

and will be designed and built by TU Darmstadt and GU

Frankfurt in collaboration with GSI. The specifications are

currently being finished. It is planned to finish construction

by 2020 and install that target chamber at the HHT experi-

mental area in order to test and commission it in 2021.

The diagnostic laser is constructed by the PHELIX laser

group at GSI in collaboration with the TU Darmstadt and

the FSU Jena. The design for the liquid-cooled main ampli-

fiers with high-repetion rate has been finished and will be

tested with a prototype at GSI. The first four (out of eight)

glass disks for the main amplifier have passed the factory

acceptance test at the supplier. Furthermore, R&D work on

the laser frontend is carried out at FSU Jena.

There has also recently an expression-of-interest by the

IMP in Lanzhou to provide a SOP pyrometer for diagnos-

Figure 2: The HED@FAIR beamline in the APPA cave.

tics of HED@FAIR experiments.

Therefore the construction of all components needed for

Day-1 experiments in the APPA cave is on track to be ready

for installation once the APPA cave is available in 2023.

Experiments at GSI before the start of FAIR

In order to bridge the time gap until the start of FAIR in

2025, scientists can use the upgraded UNILAC and SIS-18

accelerators at GSI in so-called Phase 0 experiments, us-

ing the already existing UNILAC and SIS-18 accelerators.

These experiments make it also possible to test new detec-

tors and other components that will be used in FAIR exper-

iments. A first round of Phase 0 experiments has already

been carried out this year. HED@FAIR will focus on two

experiments, PRIOR and HIHEX, that will be carried out

at GSI. In the beamtime in 2020, the PRIOR system will

be commissioned with static and dynamic targets. A sub-

sequent beamtime with PRIOR is then planned for 2022.

In 2021, first experiments with HIHEX are planned.

These experiments will also use a start version of the new

target chamber. In addition, a beamline from the existing

PHELIX laser to the experimental area at SIS-18 is cur-

rently being built, which will allow to use a long-pulse (ns)

laser beam in coupled experiments. Even with the limited

ion beam intensities available from SIS-18, it will possible

to reach temperatures of 1-2 eV in several metals, which

makes it possible to study the two-phase region near the

critical point[7].
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Design of Large Aperture Quadrupole for the HED@FAIR Experiments* 
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Optimization of SC quadrupole design 

SC quadrupole magnet design on the basis [1] and su-
perconducting cable dimensions [2] has been calculated. 
IHEP is developing two types of the end part geometries of 
SC coil, which is shown in Figure 1 as an involute in the 
plane ρΘ-z. 

Figure 1: Involutes of the end parts: type 1 is on the left, 
type 2 is on the right. 

The turns on the end parts at ρΘ = 0 are installed per-

pendicular to the longitudinal axis Z. The turns in the invo-

lute (1) in the plane ρΘ-Z are bent along the arc of a large 

radius R, which is equal to the arc length along the outer 

radius of the layer R = (r+a)×(90-α), r is the inner radius 

of the layer, a is thickness of the layer; α is the final angle 

of the layer. The turns in the involute (2) are bent over a 

small radius 20 mm at an angle of 75°, then along the con-

jugate radius to 90°. In the end parts, the longitudinal 

length of the spacer with width S serves as a parameter for 

the optimization of the multipole, and to reduce excess 

field in the end parts. Therefore, there are three coil blocks 

and eight possible combinations of the end parts. In addi-

tion, it is necessary to shorten the iron yoke by ΔLFe from 

each end of the coil in order to completely reduce the field 

excess in the end parts to its value in the central section.  

A geometry optimization at the infinite permeability 

approximation µ and a cylindrical inner radius of the iron 

yoke was done, using the computer code HARM-3D [3]. 

Basically, this program uses analytical formulae. In the 

magnet design, a computer code MULTIC [4] has been em-

ployed. This code allows calculating a 3D geometry, taking 

into account the real dependence of µ(B) in the iron. 

The basic magnetic parameters of the optimized geom-

etry are presented in Table I. The notations in the Table are: 

Bmax0 and Bmaxe – maximal field in the central cross section 

and in the end parts; G0 – the central gradient; Lef – the ef-

fective length of the magnet; Iop – the operating current; TC 

– the critical temperature of the quadrupole.

TABLE I. Main parameters of 3D geometry. 
S, mm 27.89 
ΔLFe, mm 163 
Bmax0, T 5.879 
Bmaxe, Т 5.8802 
G0, T/m 37.42 
Lef, m 1.764 
Iop, kA 5.805 
TC, K 5.927 

Cooling and heating of SC quadrupole 

Heat, which must be withdrawn from the quadrupole in 

the temperature range of 290-4.5 K, is about Q = 5.3 108 J. 

This heat will be withdrawn from the quadrupole by two 

streams of helium: a peripheral flowing through 18 chan-

nels with a cross section of 3×18 mm2 and an internal flow 

through the annular channel R = 127.5/130 mm. It should 

be noted, that the total cross-section of the peripheral chan-

nel is approximately equal to the cross section of the annu-

lar one. 

The main quantity of heat of the quadrupole is con-

tained in the iron yoke. The peripheral stream is in direct 

contact with the iron yoke. Between the inner stream and 

the iron yoke there are two layers of the superconducting 

coil with an electrical insulation and a stainless lamination, 

whose thermal conductivity is much lower than the thermal 

conductivity of the iron. Therefore, the heat transfer coef-

ficient from iron to the peripheral flow is much larger than 

the heat transfer coefficient from iron to the inner stream. 

Consequently, the inner tube R127.5 during cooling, when 

cold helium is fed to the input of the quadrupole, will cool 

faster than the outer layer R393. As a result, tensile forces 

will arise in the inner tube, which, with a certain tempera-

ture difference between the outer layer and the inner tube, 

can cause an irreversible deformation of the inner tube. A 

similar situation is observed during warming up, when 

warm helium is supplied to the quadrupole and compres-

sive forces appear in the inner tube. 

Calculations have been made to determine the permis-

sible difference between the temperature of the outlet end 

of the outer layer (To) and of the helium input stream tem-

perature (Ti), at which irreversible deformations in the in-

ner tube do not yet occur. The calculation took into account 

the provisions of the rules AD2000 and of the European 

PED [5]. The results of calculations for the inner tube and 

outer shell of steel 1.4436 are shown in Figure 2. 

It is seen from Figure 2 that upon cooling a "warm" 

(290 K) quadrupole, a stream of cold helium can be fed into 

with a temperature not lower than 220 K. When the outer 

layer is cooled to a temperature of 280 K, the temperature 

of the cooling helium flow at the entrance to the quadrupole 

can be lowered to 190 K etc. It also follows from Figure 2 

that at a temperature of the entire outer layer below 190 K,  ___________________________________________  

* Work supported by the contract “The design, fabrica-
tion, transport, assembly, documentation and testing
of the Superconducting Final Focusing Quadrupole Sys-
tem of the HEDgeHOB beamline”.

26



a liquid helium stream can be fed to the entrance to the 

quadrupole. 

When heating the "cold" quadrupole, a stream of he-

lium with a temperature no higher than 165 K is initially 

supplied. When the outer layer is warmed up to 20 K, the 

temperature of the helium flow at the entrance to the quad-

rupole can be raised to 170 K, and so on. At an external 

layer temperature of 245 K, a helium flow can be applied 

to the entrance to the quadrupole at ambient temperature. 

The arguments given above on cooling/heating are 

valid both for one quadrupole and for a string of four quad-

rupoles. To control the cooling and heating processes, it is 

sufficient to know the temperature at three points of the 

quadrupole: the temperature of the outer layer at the en-

trance to the quadrupole, the temperature of the outer layer 

at the exit from the quadrupole, and the temperature of the 

inner tube at the exit from the quadrupole. As thermal sen-

sors, it is permissible to use platinum thermometers. 

Thus, the data of the thermal analysis of the quadrupole 

design (Figure 2) make it possible to determine the permis-

sible temperatures of the quadrupole and helium flows at 

the inlet and outlet in the cooling and heating processes. 

The addition of data on the mass flow rates of helium flows 

at various temperatures of the "cryogenic plant + local cry-

ogenics" system to these results will allow calculating the 

cooling and heating times of the quadrupoles. 

Figure 2: Admissible temperatures of the incoming helium 

flow Ti when cooling (●) and heating (▪) of the quadrupole 

as a function of the temperature To of the outlet end of the 

outer layer. The outer shell and the inner tube are 1.4436 

steel. 1 - region of unacceptable temperatures of the input 

helium flow upon cooling. 2 - region of unacceptable tem-

peratures of the input helium flow during heating. 
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Construction, characterization and optimization of a plasma window for FAIR, 

status update* 
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Introduction

The Plasma window is a membrane free beam transition 

between a region of higher pressure (e.g. Target chamber, 

gas stripper) and the vacuum of an accelerator. For details 

on the working principle, the reader is referred to [1], [2], 

[3]. 

Experimental results

In comparison to the experimental setup described in the 

report of last year [4], a new setup featuring an increased 

aperture of the discharge channel from Ø = 3.3 to 5 mm 

was developed and tested.  

Figure 1 shows a schematic view of the setup including a 

cross-section of the current window with increased aper-

ture. High pressure side is to the left, as is the cathode. 

Figure 1: Schematic setup of the experimental setup

The presented data has been collected with a residual gas 

composed of Ar with 2% H2. The volume flow ranged from 

1 to 4 slm. Currents between 40 A and 60 A have been 

used. The pressure ranges from 83 mbar to 740 mbar on the 

high pressure side and from 6.1 mbar to 220 mbar on the 

low pressure side. 

Plasma parameters

Radial spectrometry measurements were carried out 

along the discharge axis allowing for the simultaneous de-

termination of (radial integrated) plasma parameters. The 

estimation of the electron temperature yields values be-

tween 1.1 eV and 1.2 eV. 

Measurements of the electron density were carried out, 

indicating a strong dependence on the current, pressure, the 

position inside the discharge channel as well on the volume 

flow and aperture. Values of ne vary from 0.09 *1016 cm-3

to 1.01 *1016 cm-3 for Ø = 5 mm which shows a decrease of 

a factor of 4 compared to the values for Ø = 3.3 mm which 

range from 0.25*1016 cm-3 to 4.2*1016 cm-3. 

Pressure parameters

The pressure measurements were carried out while hold-

ing the pressure on the low pressure side (i.e. pumping 

side) constant and changing the volume flow on the high 

pressure side.  

The normed pressure quotient qn, that is pH over pL (see 

Fig. 1.) divided by the pressure quotient q of the plasma 

window when no discharge is burning, is clearly dependent 

on the discharge current and on the volume flow. For Ø = 

5 mm this quotient ranges from 5.8 to 8 which is below the 

quotients given for Ø = 3.3 mm, which range up to 12, see 

Fig. 2. 

Figure 2: Pressure quotient qn for different volume 

flows and currents. Lhs is Ø = 3.3 mm, rhs Ø = 5 mm 

The discharge enhances the pressure separation up to a 

factor of 12 which correlates with the length saving of a 

sole differential pumping system. Absolute values of the 

pressure drop increase with increasing current and volume 

flow. 

Conclusion and outlook

The plasma window is operational for well over 10 h now 

and realizing an improvement in the pressure quotient by a 

factor of up to 8 for the increased aperture. 

In the near future, the complete differential pumping sys-

tem, including the turbo-stage, will be build and tested. In 

addition, measurements with 2 to 4 cathodes, higher cur-

rents as well as parallel magnetic fields in the discharge 

column will be carried out to increase the sealing properties 

for higher apertures. 
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XCOT-system for imaging of the heavy ion beam intensity distribution on 

target in Phase-0 and at FAIR 
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   In the HIHEX experiment, planned by the HED@FAIR 

collaboration at FAIR [1], precise knowledge of the energy 

density distribution deposited by the heavy ion beam into 

the target is of big importance. The reported experiment 

U317 was performed in the frame of FAIR Phase-0 at the 

UNILAC facility at GSI. It was aimed at the development 

of the FAIR-relevant imaging techniques based on the x-

ray target and projectile fluorescence.  

     The XCOT-system (X-ray Conversion and Transport) 

is developed at the Goethe University Frankfurt in frame 

of a BMBF-Project* for application at FAIR, where one 

expects strong parasitic radiation of particles and gammas 

capable of destroying the experimental equipment. In the 

XCOT-concept, the X-ray image of the beam-target inter-

action region performed by means of a pin-hole or a crys-

tal, is converted by a scintillator into an optical one. The 

optical image is transported for registration over a meters 

long distance to the optical detector by using optical fibers 

or a telescope objective. 

   In experiment U317, a 11.4 MeV/u Au26+ beam was pass-

ing through a 10m thick Cu150-mesh (150 lines per 

inch). X-ray projectile and target fluorescence that occurs 

in the interaction region was used for imaging purposes. 

The 3 mm in diameter Cu-mesh was imaged on to the 

100m thin CsI-scintillator by means of an X-ray pin-hole 

camera. To increase the signal-to-noise ratio we used a 

multi-pinhole with 9 holes of 80 µm diameter.  Registration 

was made by means of a sCMOS optical camera with 

MCP-based image amplifier. The optical image of the Cu-

mesh produced at the scintillator was focused at the ampli-

fier phosphor screen by means of the Nikon 80-400 mm 

objective with Close Up lens. The total distance between 

the by Au-ions irradiated Cu-mesh and the resulting optical 

image was around 1m.  

   Figure 1 a) shows a polychromatic X-ray image of the 

Cu-mesh irradiated for 10 minutes by Au-ions in the pho-

ton energy range above 5 keV obtained by means of the 

multi-pinhole. Figure 1 b) shows the temporal integration 

of 18 pictures like in a). Figure 1 c) shows the spatial inte-

gration of the six pictures in b). The MTF (modulation 

transfer function) is about 34% while spatial resolution is 

about 2σ ~ 40 μm for the obtained image with magnifica-

tion 1:1. The accumulation time reached 180 min. This cor-

responds to a number of 10� ∙ 180 ∙ 60 � 1.1 ∙ 10
	
 Au-

ions/mm2 transmitted through the Cu-mesh with a 30% 

spacing. 
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Figure 1: a) Polychromatic X-ray image of the Cu-mesh 

irradiated by Au-ions with multipinhole, 10 minutes of 

exposition and registered by means of the XCOT-system 

(90° rotated). b) Same as a) but 180 minutes exposition. 

c) Same as b) but sum of six top single pictures as seen

in b).
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Numerical simulation of XCOT diagnostic of the heavy ion beam for upcoming 

HIHEX experiment 
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In the HIHEX (Heavy Ion HEating and eXpansion) con-

cept, high intensity ion beams are used to heat the target 

material and to promote phase transitions in unexplored re-

gions of the phase diagram [1]. In these experiments, that 

will be performed in the frame of HED@FAIR col-labora-

tion during Phase 0 and at FAIR, knowledge about a heavy 

ion beam cross-profile distribution at target is of big im-

portance. The XCOT diagnostic system (X-ray Conversion 

to Optical radiation and Transport), developed at the Goe-

the University Frankfurt, will allow obtaining beam param-

eters using X-ray fluorescence that occurs in ion beam-tar-

get interaction process.  

Model of the experimental setup 
   Numerical modeling plays a crucial role in experimental 

planning and processing of obtained data. To perform nu-

merical simulation of XCOT diagnostic, the Geant4 toolkit 

was used. The full-scale model of the experiment U317, 

which was performed in the frame of FAIR Phase-0 at the 

UNILAC facility at GSI, was used for simula-tions. In the 

model, Au+26 ion beam with energy of 11.4 MeV/u irradi-

ates Cu-mesh (100 wires per inch) (Fig. 1).  

Figure 1: The model of Cu-mesh target in Geant4 (left), 

experimental target (right) 

X-ray image of 3 mm in diameter and 10 um thick mesh

was formed by a multi-pinhole with 9 holes of  80 mm in

diameter drilled by laser in 75 um thick Ta plate. Distance

between holes was 2.5 mm. Such pinhole configuration

was used in experiments to increase imaging statistics.  The

distances between target, pinhole and detector were 65 and

130 mm respectively (pinhole magnification 2:1). In the

model, the experimental target chamber was made of stain-

less steel in form of sphere with inner and outer radius of

0.5 and 0.55 m respectively. An optical aluminum table

was set inside the target chamber in order to
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take into account a potential secondary X-rays and neu-

trons noise. Also a graphite collimator (inner Ø3.5 mm) 

was   placed   in  front  of  the target along the beam as in  

real  experiments. Size  of the  thin  virtual  detector was  

26x26 mm with 2000x2000 cells, what correspond to the 

sCMOS optical camera. 

Results 
The X-ray image of the target was calculated us-ing the 

full-scale model of experimental setup and multi-pinhole 

system  (Fig. 2, left).  Simulation  ion  statistic is ~ 4*1010  

ions/mm2, photon statistic at the image is ~ 1.5*104 

pht./mm2. Also the ex-perimental result is present (Fig. 2, 

right), ions statistic is ~6*1011/mm2. 

Figure 2: X-Ray images of Cu-mesh target: left - calcu-

lated with Geant4, right - experimental image obtained 

with Au+26 11.4 MeV/u ions. 

Fig. 3 shows simulated and experimental mesh-images ob-

tained after folding of 4 images of circles at left bottom 

corner (Fig.2). 

Figure 3: Folded X-ray images: left is the calculated with 

Geant4, right is the experimental image. 
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Fig. 4. Horizontal cross-profiles: model (left), experiment 

(right). Red – is fitting function  

The spatial resolutions of images were estimated by fitting 

of error function on horizontal cross profiles: 9 ~ 15 um for 

simulated image and 9 ~ 30 um for experimental one (Fig. 

4). The difference may be explained as blurring effects in 

a real detector (CsI). The MTF (modulation transfer func-

tion) is about 20% both for experiment and simulation.  
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A significant improvement of the temporal pulse con-

trast of high-power laser systems has made a remarkable 

impact on the field of relativistic laser-matter interaction 

physics. With a high-contrast laser, the pre-plasma for-

mation is strongly reduced and the pulse peak intensity 

interacts with a sharp density profile. The electron energy 

distribution function and the hot electron fraction in this 

case are expected to be very different in comparison with 

the low-contrast interaction. The resulting plasma pa-

rameters and plasma dynamics are subjects of research 

crucial for better understanding of particle acceleration 

via radiation pressure [1] and a new regime of interaction 

with nanostructures [2]. 

The experiment has been carried out at the Ti:Sapphire 

laser system JETi-40 (IOQ, Jena) which has an excellent 

contrast. To improve the contrast further we frequency 

doubled (@ 400 nm) the laser pulse before focusing onto 

a 25 µm-thick Ti foil (this thickness ensures no refluxing 

effect for electrons with energies up to 100 keV). The 

resulting laser pulse intensity was ~2×10
19

 W/cm
2
 with 

the picosecond pulse contrast of 10
-9

. The complex diag-

nostics provided an opportunity to measure X-ray spectra 

and infer information about different electron fractions in 

a wide energy range [3]. 

The Bremsstrahlung emission from the hot electrons 

traversing the target was measured with the Timepix de-

tector and the spectrum of the run-away electrons charac-

terized with a magnet spectrometer imply a multi-

temperature electron energy distribution function. The 3D 

Particle-in-Cell (PIC) simulations predict up to 4 effective 

electron temperatures when the peak intensity reaches the 

target (t=0 fs) (Fig. 1(a)), which agrees with the experi-

mental results. 

The total charge of the run-away electrons is estimated 

to be only 10 pC, which could result in a heating up to 

tens of eV. However, keV bulk electron temperature Te 

was retrieved from the K-shell emission spectrum using 

methods of X-ray spectroscopy (Fig. 1(b)). The simulated 

emission spectra from the highly charged states 

(Ti
19+

,Ti
20+

) obtained with PIC show a good agreement 

with the experiments for peak values of Te=1.8 keV and 

ne=2×10
23

 cm
-3

. However, it was measured [3] that this

high-temperature and high-density plasma was generated 

only within a 150 nm-thick top layer of the target, which 

is supported by the hydrodynamic simulations. Already 

~200 fs after the interaction, the deposited energy is dis- 

tributed by the heat wave over a larger volume where the 

electron temperature drops below 1 keV. 

The generation of keV-hot bulk electrons can be ex-

plained by the collisional mechanism of the laser energy 

absorption in plasmas with a nearly step-like electron 

density profile. The laser energy is first deposited into the 

nm-thin skin-layer and then transported deeper via the 

electron heat transport. This scenario is opposite to the 

volumetric heating with supra-thermal electrons, which 

production was strongly suppressed in the high-contrast 

interaction. 
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Figure 1: (a) Simulated electron energy spectra at dif-

ferent time steps of the interaction. (b) K-shell emission 

spectrum from a Ti foil. 
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Ion Source Perturbation and Control in Intense Laser Plasma Interaction 
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The acceleration of high energy ion beams, (up to 

several tens of mega electron-volts per nucleon) follow-

ing the interaction of ultra-short (t  < 1 ps) and intense (I0
2 

> 10
18 W/cm

-2
) laser pulses with solid targets, has been

one of the most active areas of research in the last few

years. Mechanisms leading to forward-accelerated, high

quality ion beams, operating at currently accessible inten-

sities in laser - matter interactions, are mainly associated

with large electric fields set by the laser-accelerated elec-

trons at the target interface. The emitted ion and, in partic-

ular, proton pulses contain large particle numbers (up to

10
13

) with energies in excess of several MeV [1], have 

about ps pulse duration [2], and a and a source size of tens 

to hundreds of microns. In addition, conversion efficien-

cies (of laser energy to proton energy) up to 7 percent 

have been reported [3]. Recent experiments have reported 

deviation in the proton emission characteristics at the 

highest energy from the target normal direction. They as-

sign that this non-target normal emission of protons at 

higher energies to a fast directed intra-pulse acceleration 

mechanism. In this paper, we report on the observation of 

wiggling in the accelerated proton beam as it traverses 

through the dense plasma sheath. There are very limited 

experimental details describing this behaviour of the 

charged particles. The information about the proton spec-

trum can give direct correlation on the information of the 

hot electron sheath evolving at ultra-fast timescale. Ex-

periments on laser irradiated tiny water droplets, as used 

in  [4-6] gave, for all the ions, perfect parabolic   traces 

on   a   Thomson   parabola   ionspectrograph. This indi-

cates that the geometry of the deflecting B and E fields of 

the spectrograph produces no artifacts on the ion trajecto-

ries. Further confirmation on this idea is obtained from 

the foil target experiments showing 5 degree deviation of 

the proton beam imprint recorded at high energies using 

complementary detector for ions i.e. radiochromic films 

(RCFs). This further confirms that the wiggling is mainly 

due to the fast changes in the accelerating sheath. 

Now we discuss the possibility of controlling the 

pointing of accelerated ion beams using a technique by 

controlling the laser conditions. The wiggling in proton 

traces was studied in detail by varying the laser pulse 

duration, energy, and pre- pulse conditions, for Perspex, 

Mylar and CD2 target. Figure 1a shows the wiggled proton 

traces observed using our TPIS for plain poly methyl methac-

rylate (PMMA), Mylar (CHn), CD2 (deuterated polythelene) 

targets kept at the best focus. Figure 1b shows the same with 

pre-pulse added to the main laser pulse. When the target was 

at the best   focus of the laser beam, one   can see  significant 

 wiggling in the high energy proton spectrum recorded on 

the MCP and also very significantly for the heavier carbon 

ions (Fig. 1a). When the ASE pre-pulse was extended by 

changing the switch-out time of the pulse selector in the 

laser, the wiggling features in the spectral trace were con-

siderably reduced, with no reduction in the maximum ion 

energy (Fig. 1b). The Mylar target showed significant wig-

gling for heavier ions like carbon but not for protons. 

FIG. 1 : Proton beam traces from the Perspex (top), Mylar 

(center), CD2 (bottom) target front surface, showing the 

wiggling of the beam for the target kept at best focus, a) 

without pre-pulse (left), and b) with pre-pulse (right). A 

comparison of the wiggling of traces shows that with pre-

pulse, there is a significant 

Robinson et al. [7] proposed a scheme to obtain 

spectral control of the laser accelerated protons using 

two collinear intense laser pulses. The first pulse (pre-

pulse), lower in intensity a factor of 10 than the second 

pulse, interacts with target to create a channel of hot 

electrons which creates an azimuthal magnetic field. 

The second laser pulse (the main pulse) creates the hot 

electrons which are guided through the channels already 

produced by the pre-pulse, thereby effectively decreas-

ing the source instabilities in the proton beam. On simi-

lar lines, the wiggling of the traces in our case could be 
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attributed to the presence of multiple sources which cre-

ate perturbation in the accelerating sheath (in absence of 

pre-pulse). The pre-pulse wipes out the source multiplic-

ity occurring at ps time scales. Thus, one can control the 

ion source perturbation in laser plasma and mitigate the 

effects by varying the extent of the laser pulse. In other 

words, by using an extended pre-pulse, one can elimi-

nate wiggling in the proton spectral trace. However, 

wiggling of the heavier ion beams in our experiment 

could not be controlled very effectively using this tech-

nique, due to their slow response to the sheath field. 

In conclusion, we studied the ion emission from 

the front surface from solid targets interacting with TW 

class laser pulses. Our study indicates that proton emis-

sion from the target front surface is not uniform due to 

the perturbation in the source arising in intense laser 

plasma interaction. We have found maximum source 

perturbation in the proton source for plastic targets can 

be controlled by adding a proper pre-pulse to the main

 laser pulse. This study could be useful in understanding 

the ion acceleration and using these directed proton 

beams for fast ignition fusion so as to deposit maximum 

energy in the core to produce viable fusion energy. 
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The gas cluster plasma offers great potential for various 
applications, including nuclear reactions, laser driven 
high-energy ions, sources of hot electrons and x-ray radia-
tion. On the one hand cluster targets possess all practical 
advantages of gases (easy control, simple replacement, 
good replication, and so on) and on the other hand they 
make it possible to investigate all processes characteristic 
for high material density. Despite long-lasting efforts, a 
complete understanding of the interaction of short laser 
pulses with clusters is still far from clear.  

For more than twenty years after the first observation, 
the formation of very pronounced peaks in the contour of 
the OVIII Lya emitted by CO2 clusters irradiated by the 
2w Ti:Sa pulses with intensity about 1018 W/cm2 re-
mained uncharacterized. In contrary those spectral line 
shape feature was not presented in the case  of heating 
clusters by laser pulses on the fundamental 1w frequency 
(Fig. 1).  

 Figure 1. Plasma emission spectra in the spectral range 
of 18.5– 19.2 Å at different experimental conditions. The 
contour of the O VIII Lya has characteristic intensity 
modulations in the blue wing of line that are especially 
conspicuous when the clusters are heated the 2w. Laser 
parameters: t = 60 fs, E1w~ 70 mJ, E2w~ 20 mJ [1]  

The key supposition that could explain  nonmonotonic 
behavior of the O+8 energy spectra (2w case) is ion accel-
eration to different energy from both radially expending a
quasi-homogeneouse gas macroplasma of laser caustics 
and single clusters not fully destroyed by prepulse [2]. In
our consideration the averaged energy spectrum of the 
light ion was found by the solution of the kinetic equation 
system for two-ion component plasma (the ion bulk with 
the average charge <Z>1=3 and atomic number <A>1 =16 
and the high-Z impurity with <Z>2=8 and <A>2=16) and 

two-temperature electrons (Thot »30 keV, Thot/ Tcold » 90, 
nhot » 0.1ncold) at quasineutrality approximation for adia-
batic expansion of a hot macroscopic gas plasma [3]. The 
modeling of cluster expansion was done by electrostatic 
gridless spherical particle code (EGSPC) and by the full 
3D relativistic PIC code Mandor which allow to repro-
duce spectral peaks corresponding to clusters with differ-
ent size, density and density profiles smoothing due to 
prepulse effect. The well-pronounces energy peaks (width 
of ~ 100 keV) shifted to the cutoff energies 300 to 800 
keV were obtained for cluster diameters 100,120 and 160 
nm (Fig. 2). Corresponding hot electron temperatures are 
Thot » 140, 120

Figure 2. Spectra of impurity cluster ions obtained by 
3D PIC simulations (laser: 2w, 16 mJ, ~1018 W/cm2) [2] 

and 80keV. The characteristic peak energies are 
propor-tional to the Thot. The electron distributions 
are two-temperature like with Tcold » 10 to 30 keV. 
The smaller cluster size (steeper initial density profile), 
the high cutoff energy of the spectrum, and 
corresponding peak energy agree with the qualitative 
results of the electrostatic mod-eling.
   Thus the applied theoretical approach shows that 

ob-served complicated profile of highly charged state of 
oxy-gen ions is defined by particles accelerated both from 
gas and clusters. Ions originating from clusters provide 
pro-nounced peaks in the spectra for 2w high-contrast
radia-tion. It cannot be excluded that strongly expanded 
but not entirely destroyed clusters from prepulse could 
also lead to a weak modulation in the profile of spectral 
line in the case of 1w laser pulses. 
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A new generation of laser facilities is currently un-

der construction around the globe, and the laser facilities

aim at surpassing at least intensities of the order of 1023

Wcm−2 (see, for instance, the European project ELI [1]).

Besides, there is the plan to build new accelerators pro-

viding electrons with energy above 100 GeV [2]. Conse-

quently, the combination of both has the potential to ex-

plore a variety of novel regimes of the light-matter inter-

action. For example, it would be conceivable that electrons

might experience electromagnetic fields in their current rest

frame that are 1000 times stronger than the critical field

of QED Ecrit = 1.3×1016 Vcm−1
)

. However, note that

in order to make such an experiment indeed realizable, it

is essential to reduce the field-electron interaction time to

a minimum. The reason behind this is the ultra-fast time

characterizing the radiation losses due to synchrotron radi-

ation (trad ≈ 200 as, see [3]). The radiation losses reduce

the electron energy and thus also the electromagnetic field

that is seen by the electron in its current rest frame. Get-

ting access to such a regime is therefore closely related to

finding experimental configurations in which the interac-

tion time is sufficiently shortened. After decades of assum-

ing that this is experimentally not possible, first proposal

have been presented just recently [3, 4, 5, 6]. The present

contribution gives a brief overview on these attempts.

The characteristic radiation time is ultra-short (trad≈ 200

as) in comparison with the duration of normal optical laser

pulses (τ ∼ 10 fs). To get nonetheless access to the regime

described above, it is necessary either to convert the optical

laser radiation into shorter pulses or to use other sources of

strong electromagnetic fields. The latter has been proposed

by Yakimenko et al. [3] [see sketch in Fig. 1(a)]. The pro-

posal is based on a future electron-electron collider with

125 GeV electron beams. The colliding beams are sup-

posed to be tightly focused in the transverse direction (rms

width σ⊥ = 10 nm) and to be extremely dense, resulting

in a peak current of 1.7 MA. Such a charged beam gener-

ates an electromagnetic field that is as intense as a laser of

the next generation. To ensure the ultra-short interaction

time, the beams are also extremely compressed along the

longitudinal direction (rms length σ‖ = 10 nm). Numerical

simulations emphasize the feasibility of the proposal.

The conversion of an optical laser pulse into an ultra-

intense attosecond pulse is discussed in [5] [see sketch

in Fig. 1(b)]. It is shown that illuminating an over-dense

plasma surface at oblique incidence with an intense op-

tical laser pulse can efficiently trigger the generation of

∗ Christoph.Baumann@tp1.uni-duesseldorf.de

higher harmonics. In particular, it is found that the gen-

erated electromagnetic pulse has a duration of τ ≈ 150 as

and an intensity of I = 2.9× 1024 Wcm−2. A probing

ultra-relativistic electron beam could get access to the super

strong-field regime which is again underlined by numerical

simulations.

A third proposal can be found in [6] [see sketch in

Fig. 1(c)]. Instead of converting the optical pulse into an

attosecond pulse via high harmonics, the idea there is to

use the shielding properties of the plasma itself. It is well

known that the penetration depth in an over-dense plasma

is restricted by the (relativistic) skin depth. As a result, the

plasma is almost field-free since no external electromag-

netic wave can propagate inside. This means that if the

skin depth is short enough, a counter-propagating electron

beam will experience the strong laser field almost instanta-

neously. Numerical simulations support the proposal.

In conclusion, an extreme and almost unexplored strong-

field regime may become accessible in the future.
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Figure 1: Sketches of the proposed experimental schemes.

See [3, 5, 6] for more information.
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Introduction 

Interaction of heavy ion beam with matter is important 

in a various area of knowledge. In the field of inertial 

confinement fusion the experimental investigation of 

ion beam stopping in ionized matter is important for 

verification and improving of existing theoretical 

models of ions stopping [1]. Also ionized gas targets is 

a candidate as ion beam stripper devices on FAIR [2]. 

This work will update of existing experimental data of 

ion beam stopping in hydrogen plasma for low energy 

(101 keV/u) of heavy ion beams. We present results 

obtained by two beam-times at ITEP in 2017 and 2018 

years [3]. 

Plasma target 

The plasma target (PT) was developed at ITEP. 

Plasma is generated by igniting of electrical discharge in 

two collinear quartz tubes filled with hydrogen gas. 

Such PT design provides to neutralize of ion beam 

focusing effect caused by the magnetic field of the 

discharge current. Capacitors bank is charged up to 2-

5 kV and discharging by thyratron switch. Maximum 

discharge current is up to 3kA. The two coils are 

installed opposite are used for current symmetrization in 

collinear PT tubes. 

Figure 1: Principal scheme of plasma target. 

The plasma parameters were measured with two-

wavelength laser interferometry [4]. The maximal linear 

electron density was reached (6.6±0.7)1017 cm-2, 

maximum degree of ionization 0.35±0.01 was achieved. 

Experimental setup 

The Heavy Ion Prototype (HIPr-1) RFQ linac facility 

at ITEP provide of heavy ions acceleration with A/Z~60 

and energy 101 keV/u. The MEVVA ion source is used 

at HIPr-1. The ion beam pulse with duration up to 450 

µs consists of 27 MHz micro bunch structure. The beam 

pulse repetition rate is 0.25 Hz. Ion beam line includes 

three electro-magnetic quadrupole lenses and two 

diagnostic chambers. The Faraday cups (FC) were used 

for beam current measurement. The ion beam dynamic 

numerical simulation was performed for improves of 

beam transmission through the plasma target [5].  

Figure 2: PMT signal of ion beam corresponding with 

frequency signal. 

The scheme of experimental setup presented on fig.4. 

The Fe+2 ion beam with 5.6 MeV energy and origin 

current of 4 mA was used in experiments. Ion beam is 

passing through the diaphragms of differential vacuum 

system and plasma target. The transmitted beam current, 

measured by FC3 is in range of 10-30 uA depends of 

initial gas pressure in PT. The maximal hydrogen 

pressure in PT is limited with 4 torrs by pumping system 

efficiency and diaphragm D1-4 apertures. The time of 

flight method was used for energy loss measurement. 

The sapphire scintillator, FEU-87 photomultiplier 

(PMT) and DPO3054 oscilloscope were used for ion 

beam microbunch temporal structure measurement 

(fig.2). Time resolution of TOF system was 0.4 ns. In 

last beam time the PMT detector and all measurement 

equipment were additionally protect from electrical PT 

and RFQ noises. It provide of tenfold decrease of noise 

signal at PMT. The data acquisition system [6] provides 

remotely control experiment synchronization , data 

reading and saving. Shot to shot beam current 

fluctuation due to the instability of ion source curent was 

suppressed by averaging over a measurement series 40-

60 shots.  

Figure 3: Measured ion beam energy losses in plasma 

orresponding with plasma density and discharge current 
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Figure 4: Principal scheme of experimental setup. FC-faraday cup. VM- vacuum meters device. D1-4 differential 

pumping system diaphragms, CVM –gas independent vacuum meter 

Data analysis 

The data processing includes Fourier analysis and 

filtering of PMT signals, determination of beam 

microstructure peak positions and finding the time delay 

of this peaks compare with the reference HF signal. 

Example of obtained energy losses curve (�E) presented 

on fig.3, decreasing of energy loss value to negative, 

after the end of discharge, may caused by gas flowing 

out from discharge tube.  

Figure 5: Ion beam energy loses caused by free 

electrons of plasma 

The ion beam energy losses caused by free electrons 

of plasma are presented on the fig.5. The bound plasma 

electrons contribution to the ions energy loss value was 

subtracted using previously obtained plasma ionization 

degree [4]. The obtained average stopping power value 

of hydrogen plasma is Sfe= (546±45) MeV/(mg/cm2). 

On figure 6 presented calculation of Sfe plasma stopping 

power by projectile ion energy. Curves on graph 

calculated for different effective ion charge, upper curve 

for Zeff=8.6 given by theoretical estimation [7], lower for 

other estimation Zeff=5.3 given by [8]. Charge state 

corresponding experimental result is Zeff=7.  

Beamtimes with other ion types and application of 

spectrometry plasma diagnostic methods is planned in 

near future. 
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Intense pulsed ion beam (IPIB), with ion energy of up to 

1 MeV, beam current density of several hundred A/cm2 and 

pulsed length of several hundred ns, can induce strong ther-

mal shock in the surface region of target, leading to fast 

surface melting or even evaporation [1]. These effects can 

be used for surface treatment and material preparation with 

ablation plasma.. 

Figure 1: Target before irradiation (a), thermal prints of 

IPIB on 304 stainless steel (b) and PC (c). 

When ablation is induced by IPIB irradiation, calorimet-

ric diagnostics, such as calorimeters and infrared diagnos-

tics may be attenuated. Especially by recent numerical re-

search [2], ablation plasma may be formed during IPIB ir-

radiation and thus the energy of the beam may be shielded 

by the ablation plasma. In this work, infrared imaging di-

agnostics [2] was carried out with 100 �m thick 304 stain-

less steel and 125 �m thick polycarbonate (PC) target to 

study the energy deposition of IPIB. The experiment was 

carried out on pulse ion beam accelerator BIPPAB-450. 

The pulse length of IPIB was 130 ns, cross-sectional en-

ergy density under 1 J/cm2. Thermal prints by single pulse 

of IPIB irradiation was captured by a FLUKE Ti25 thermal 

camera within 0.1 s after pulse emission 

The thermal prints on stainless steel generally exhibits 

quasi-Gaussian distribution. In the beam focus IPIB gener-

ates a temperature rise of 22 K, corresponding to an energy 

density of 0.91 J/cm2. Under this energy density, no obvi-

ous surface ablation happens on the target surface [2]. 

However, on PC target, when the energy density exceeds 

0.28 J/cm2, according to energy density distribution on 

stainless steel target, with higher energy density comes 

lower energy deposition on the PC target. In the beam fo-

cus less than 0.15 J/cm2 was deposited on the target. That 

means over 80 % of the beam energy cannot be deposited 

on the target. 

The decrease of energy deposition on PC may be induced 

by the surface ablation due to its lower thermal conductiv-

ity and thermal evaporation temperature compared with 

metals and alloys. During IPIB irradiation, surface ablation 

plume can be generated on the target surface and a shield-

ing layer can be formed by the ablation products and the 

energy of ions are largely dissipated in it. This phenome-

non may also appear when irradiate metals under higher 

beam power density under which a dense ablation plume 

can be generated at the early stage of IPIB irradiation. 
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   The usual process of Z-pinch formation in the existent 

plasma lenses begins with a breakdown on the surface of 

the discharge tube [1, 2]. We study the discharge process 

when an injected electron beam creates a plasma channel 

after the application of high voltage pulse to the discharge 

tube. That causes the breakdown throughout the tube cross 

section.  

    The installation (fig. 1) consists of the electron gun 

with magnetic lenses, the experimental chamber with the 

scintillators located in it and the chamber of Z-pinch 

formation [3]. The amplitude of beam current is 100 A, the 

electrons energy is 250 kV and the duration of the beam at 

the peak is 60 ns.  

Figure 1: Installation for the research of plasma lens 

Studies are expected to be performed in a wide range of 

pressures, from 0.1 to 10 mbar. The problem is that the 

pressure in the electron gun should not exceed 0.02 mbar. 

The easiest way to solve it consists in installation of the 

decouple mylar film. To prevent a significant increase of 

the beam phase volume, the film thickness should be about 

1 µm. For studies in the field of low pressures, up to 0.5 

mbar, it is possible to manage without the film due to the 

pressure gradient created by the used differential pumping 

system:  packages of diaphragms are set near the crossover 

of electron beam. As a result, the ratio of pressure in the 

discharge tube and in the gun was reached up to 10.    

    Observations of the process of pinching of the 0.2 mbar 

argon plasma discharge in a quartz tube a length of 14 cm, 

an diameter of 4 cm were carried out by the recording CCD 

camera. The duration of the sinusoidal half-wave of the 

discharge was 3 µs. Beam parameters: inlet current ~ 10 

A, beam diameter ~1.5 cm. Figure 2 shows the beam track 

luminosity before the breakdown.     

Figure 2:  Luminosity of the beam track (frame duration – 200 ns) 

Figure 3 shows the time scan of the discharge luminosity 

and corresponding waveforms at the supplied voltage 17 

kV and the discharge current amplitude -120 kA. Figure 4 

The results of observations in the initial discharge stage 

were   compared  with  numerical  simulations  using  the 

shows the same characteristics without the initiation beam. 

Figure 3: Plasma luminosity in 2 �s Current and voltage 

Figure 4: Plasma luminosity in  2 �s Current and voltage 

 MHD code NPINCH [4]. The experimental data were 

carried out with the application of the Abelian transform. 

Fig. 5 and 6 shows experimental and calculation results for 

radial distributions of the electron density of the discharge 

plasma at some moments after the beginning of the 

discharge. 

Figure 5: Experimental dis-

tribution of emitters 

Figure 6: MHD - distribution 

electron density 

  MHD-calculations well describe the traditional z-pinch 

discharge. But this technique does not give qualitatively 

correct predictions in the case of a discharge with electron 

beam initiation. For the case of electron beam discharge 

initiation the plasma distribution is quite uniform during a 

large time interval. This distribution is more desirable for 

the purpose of creating a plasma lens with linear focusing 

forces. 
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The energy loss E∆  of ions moving in discharged H

plasmas has been measured for more than 20 years [1-3]. 

The first relevant experiment [1] confirmed the theoretical 

stopping power predictions close to the expected  maxi-

mum in fully ionized plasmas, which is much higher than 

that in neutral gas. Later similar results were found by 

Golubev et al. [2] with 3 MeV protons as the projectile. In 

recent years a series of such experiments were made in the 

Institute of Modern Physics in China [3] with the projectile 

energy Ep equal to 100keV/u. Especially E∆  evolution for

alpha particles in partially ionized H plasmas were meas-

ured, which could not be described by Bethe equation in 

atomic units 
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Here effZ , pv , ben , bfn , I  and pω are the projectile ef-

fective charge, velocity, bound and free electron density, 

mean ionization energy of H, and the plasma frequency, 

respectively. How to explain the experiment is the aim of 

the present work. In order to do this time-dependent simu-

lations with the rate equations of the projectile charge 

states have been made and the above equation is also re-

vised since pv (=2) is not much higher than Bohr velocity. 

Some details of our simulation are listed in the following. 

First the fraction evolution for the possible states of the 

projectiles in the plasmas including He2+, He+(1s), He+(2l), 

He+(2l), He(1s2) and He(1s2l), are obtained according to 

the time-dependent rate equations of the states [4]. In the 

simulation the main processes which have strong influ-

ences on the projectile states are considered, which include 

charge transfer, ionization and excitation by electron, pro-

ton and H(1s), spontaneous radiation, impact de-excitation, 

recombination, etc. Besides this all the relevant cross sec-

tions and transition rates are obtained by non-perturbative 

methods and FAC code. The data for ben  and bfn evolution 

are determined by initial energy loss at gas and Ref. [5]. 

Next the respective stopping powers due to He2+, He+, 

and He(1s2)  in H gas are found by classical trajectory 

Monte Carlo [6] with total stopping power and the fraction 

of the projectile states in good agreement with the recom-

mended [7] and experimental data [8], respectively. The 

corresponding stopping powers in electron plasmas are ob-

tained with the influence of bound electrons included. 

Based on these the evolution for E∆  is found, which agree

well with the experiment and better than those by the as-

sumption of steady state approximation for the projectile, 

which is shown in Fig.1. The fractions for He+  and He2+ 

charge states are found slowly increase and decrease with 

time  as E∆  rises up gradually when the projectile moves

in the plasmas. Electron capture, Ionization and spontane-

ous radiation are found the most important processes which 

affect the projectile charge state. All the recombination 

processes are very weak in this case.  
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Figure 1: Experimental data (full squares), our simulation 

results with all the states (solid line) and only ground states 

included (dash line), and the result from Bethe equation 

(dots).  
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Introduction

Ideas of plasma-based particle accelerators have been

developed for decades with the promise of ultrahigh accel-

eration capability which is orders of magnitude higher than

those of any conventional accelerators. Despite the great

merit of this technology, many challenges have delayed its

successful realization in the level of practical use. They

are not only technical issues that arise in the laboratory,

but also theoretically inherent challenges. The well-known

issues are extreme spatio-temporal alignment requirement,

transverse phase space matching, inherent substantial en-

ergy spread, beam-plasma instabilities, and limited amount

of energy delivered from the driver beam to the witness

beam (for the case of the beam-driven plasma wakefield,

BD-PWFA). In this paper, we introduce two topics of BD-

PWFA which are relevant to above issues using FBPIC

code [1].

Self-modulation instability

The greater the energy of the driver beam, the greater

the expected energy gain of the witness beam. High energy

proton beams from hundreds of GeV to tens of TeV are al-

ready available at CERN, but its bunch length is too long

for the optimum condition of the BD-PWFA. Therefore, the

self-modulation instability (SMI), which occurs when the

driver beam length is much longer than the plasma wave-

length (λp ≪ Lb), has been intensively studied to harness

the beams (∼10 cm) from the Super Proton Synchrotron

(SPS) of CERN after the first theoretical modeling work

was published [2].

Trojan Horse injection scenario

The Trojan Horse (TH) injection method uses a laser

pulse with a small normalized vector potential (a0 ≪ 1)

to ionize the residual gas inside the accelerating region of

the plasma wakefield induced by a dense (n0 ≪ nb) driver

beam [3]. This TH injection method makes it possible

to separate the physics of the driver and witness beams.

For the parameters of interest, the TH injection could de-

liver the accelerating fields around the wave-breaking limit

E0 [V/cm] ∝
√

n0 [cm−3], and the witness beams with

tens of nm transverse emittances and a few kA of peak cur-

rents.
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Figure 1: Simulation of the self-modulation instability.

A long half-cut Gaussian proton beam is modulated by

the self-induced plasma wakefields. The physical param-

eters of SPS proton beam are used except the reduced total

charge and length.

Figure 2: Simulation of the Trojan Horse injection. A driv-

ing electron beam induces accelerating and focusing wake-

field region. A laser pulse ionizes residual Helium gas in-

side the ion cavity (or wake potential). The released elec-

trons are trapped and accelerated in the wake potential.
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Short laser pulses are able to drive materials out of

thermodynamic equilibrium. Then, electronic scattering,

as well as electron-phonon scattering, contribute to estab-

lishing a new equilibrium. Boltzmann collisions integrals

have successfully been applied to obtain the electrons and

phonons distributions. However, for many experiments, the

optical properties are probed in the optical limit, meaning

that the photons are assumed to transfer no momentum. In

such a limit, the knowledge of the full electrons’ distribu-

tion is not necessary anymore. Hence, the band occupation

numbers are the only important quantities that determine

the transient change of the optical properties during the ex-

citation and relaxation process of the electrons.

In this report, we investigate the time evolution of the

conduction band density in gold excited with a short light

pulse. For optical photons, we only consider two active

bands: the 5d valence band and the 6sp conduction band.

The model assumes that shortly after excitation, both bands

will establish a joint electronic temperature due to fast en-

ergy exchange between the bands. However, since parti-

cles exchange require much longer times, the chemical po-

tential of the involved bands and their occupation numbers

will stay much longer in nonequilibrium. We trace carrier

balance as well as the electrons and phonons energy using

a set of rate equations [1]

dnsp

dt
=

αinter

~ωL

IL −
1

τrelax

[

nsp − neq

sp
(Te)

]

, (1a)

Ce

dTe

dt
= [αintra + αinter] IL − gei(Te) [Te − Ti] , (1b)

Ci

dTi

dt
= gei(Te) [Te − Ti] . (1c)

Here, Eq. (1a) traces the time evolution of the density in the

sp-band. The first term corresponds to the increase of the

sp-density due to direct excitation of d-band electrons into

the conduction band by the laser. The interband absorption

coefficient αinter is obtained by counting the number of ac-

cessible states at a given photon energy as described in Ref.

[1]. The absorbed energy via interband process αinterIL and

the energy of one photon ~ωL determine the number of ab-

sorbed photons. In addition, we use the relaxation time ap-

proximation to describe the transfer of electrons from the

d-band into the sp-band or vice versa, until an equilibrium

density neq

sp
(Te) is reached within a time τrelax. The equi-

librium density is determined by the electrons temperature

and is obtained via, neq

sp
(Te) =

∫

dE Dsp(E)f(E, t). The

energy equations (1b) and (1c) describe the time evolution

of the electrons and phonons temperature. We solve the

rate equations (1) for gold. As input parameter, a relaxation

time of 600 fs is used, a value consistent with some experi-

ments previously observed in gold [2]. Fig. 1 illustrates the

transient change of the sp-density in gold excited with a 45-

fs FWHM Gaussian pulse. Two different photon energies

are used. To allow direct comparison, all cases have the

same absorbed energy of about 0.53MJ/kg. For a photon

energy of ~ωL = 3.1 eV, the sp-density exhibits an initial

fast increase due to excitation of d-electrons into the con-

duction band. Small photon energies induce a large number

of absorbed photons. The sp-band is therefore overpopu-

lated and needs to relax towards an equilibrium density.
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Figure 1: Time-dependent sp-density in gold calculated

with Eqs. (1) for an absorbed energy of 0.53MJ/kg. Solid

lines consider only the electron system whereas dashed

lines include coupling to the phonons.

For high energy optical photons (12.4 eV), the sp-

density also fastly increases during the laser excitation, but

we also observed a slow secondary increase at the end of

the pulse due to high energy input per photon. Secondary

electrons are generated by impact ionization. If now the

electrons couple to the lattice (dashed lines), one observes

a further decrease of the sp-equilibrium density in case of

low photon energies, whereas for high energy optical pho-

tons, the secondary increase is completely reversed due to

decrease of the electrons temperature.

Our model for the band occupation numbers shows

therefore that depending on the photon energy of the driv-

ing laser, different absorption channels as well as additional

time scales of the electrons dynamics are observed.
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In the case of a solid being irradiated by a short-pulsed

visible light laser, the energy is almost entirely absorbed by

the electrons while the lattice remains cold. The resulting

energy flow between electrons and phonons is commonly

described by the electron-phonon coupling parameter Gep.

Different methods are available to calculate the coupling

parameter. One solution is provided by Boltzmann colli-

sion integrals with an analytic plane wave matrix element

[1]

|Mep(q)|
2 =

e2

2ǫ0Ω

Eq

q2 + κ2
, (1)

which can only describe the coupling to the longitudinal

phonon mode, assumed to carry the largest contribution.

Eq is the phonon energy, q is the phonon wave vector, κ
is the screening and Ω is the volume of the unit cell.

Another method is calculating the coupling through the

material-specific Eliashberg function, obtained via density

functional theory (DFT). It includes all phonon modes but

involves a low temperature approximation,

α2F (E,E1, ω) =
D(E)D(E1)

D2(EF )
α2F (EF , EF , ω) , (2)

where D(E) denotes the electronic density of states.

Recent DFT results [2] suggested that a phonon mode-

resolved model is necessary to fully capture the process.

In this report we investigate the differences between both

descriptions. We obtain the coupling parameters

Gep =
1

Tp − Te

due

dt
=

1

Tp − Te

∫

dE
df

dt
D(E)E , (3)

by integrating the respective collision integrals.

The calculations [3] were done for Aluminium, assum-

ing a Free Electron Gas density of states, Debye disper-

sion for the phonons and the respective thermal distribu-

tion for each system. The total coupling with the Eliash-

berg approach is significantly higher than Boltzmann cou-

pling, which can be attributed to the inclusion of all phonon

modes, as the longitudinal coupling compares well to the

analytic description.

We also see a difference in temperature dependence. For

both descriptions the coupling steeply increases at low tem-

peratures with a diminishing slope. But while the Boltz-

mann coupling adopts a linear increase for upwards of

5000 K, the Eliashberg coupling parameter reaches a max-

imum at 7500 K and then slowly decreases.

We assume that this difference in behavior is caused by

missing temperature dependence in the Eliashberg descrip-

tion. Most collisions happen at the chemical potential,

which for low temperatures lies at the Fermi edge. This

justifies the initial approximation Eq. (2). For higher tem-

peratures however, the chemical potential is shifted with

regards to the Fermi energy, so the approximation may no

longer hold. Additionally the electron screening influences

the scattering probability and depends on the electron dis-

tribution and thus the temperature.

Modifications are done to the Eliashberg function, ap-

proximating it around the chemical potential and including

an additional term to account for the screening change, in-

corporating similar dependence as the analytic expression,

α2F (E,E1, ω) =
κ2(0)

κ2(T )

D(E)D(E1)

D2(µ)
α2F (EF , EF , ω) .

(4)

The resulting coupling parameters are shown in Fig. 1,

and we see good agreement in the qualitative behavior and

overall good agreement for the longitudinal mode.

In summary, we see that the contributions from the

transversal modes are not negligible and we find good

agreement for the description of the energy transfer to the

longitudinal mode, provided one compensates the missing

temperature dependence of the Eliashberg description.
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Figure 1: Electron-phonon coupling parameters for Alu-

minium. They are calculated using the matrix element Eq.

(1) (blue), the total Eliashberg function (red) and the partial

longitudinal Eliashberg function (purple). Both Eliashberg

curves use approximation Eq. (4) instead of Eq. (2)
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A laser interacting with matter will leave the electrons

in the target in an energetically enhanced state compared to

the ions. A shock wave entering a system will heat the ions

but leave the electrons in their ground state as before the

shock wave. In any case, a non-equilibrium state is formed

that will lead to a relaxation process towards a new thermo-

dynamic equilibrium state. This relaxation is a multi stage

process usually starting with the formation of an equilib-

rium electron distribution due to fast electron-electron col-

lisions. Afterwards, the relaxation of the ionization state

and the equilibration in between species take place along

with the establishment of ion equilibrium momentum dis-

tributions.

Here, we focus on the special situation in which the con-

duction electrons in a metal have already established a high

temperature in the electron volt range due to past optical

laser irradiation and are significantly hotter than the lat-

tice which, at the beginning of the modelling, is still at

room temperature. Such a situation might be described

using a two-temperature model (or by extension a multi-

temperature model with different temperatures for differ-

ent phonon modes). The energy transfer can be calculated

by considering a set of Boltzmann equations for the elec-

trons and different phonon modes. Important input quanti-

ties are the electronic density of states (DOS) g(ε) and the

occupation numbers of the electronic states f(ε) in order

to determine what the electronic states around the Fermi

edge εF actually contribute to the energy transfer. The

phonon states receiving the energy are determined by the

phonon DOS and the electron-phonon coupling as incor-

porated in the Eliashberg function α2F (ω). The actual oc-

cupation of each phonon mode is given by the Bose distri-

bution np
B(ω, Tp) [1, 2]

Zep(Te, Tl, t) =
2πNc

g(εF )

∞
∫

−∞

dε g2(ε)
∂fe(ε, Te)

∂ε

×

∞
∫

0

dω(h̄ω)2α2F (ω, Te, Tl, t)
[

ne
B(ω, Te)− np

B(ω, Tp)
]

.

The input quantities can be computed using density func-

tional theory and the linear response formalism so that

the lattice symmetries, ion-ion, electron-ion, and electron-

electron correlations in a metal can be taken into account

[3]. The electron-phonon coupling factor is then obtained

from the energy transfer rate by dividing it by the tempera-

ture difference Gep = Zep/(Te − Tp).
In Fig. 1, we show data for the electron-phonon coupling

in copper with a fcc lattice structure. For these calcula-

tions, a stable lattice and DOS as at room temperature was

Figure 1: Electron-phonon coupling factor in fcc copper as

a function of the electron temperature. The result of Lin et

al. is taken vom Ref. [4].

assumed for all electron temperatures. The low tempera-

ture value of the electron-phonon coupling is in agreement

with values given in Refs. [5, 6]. The values reported by

Lin [4] are based on calculations by Savrasov et al. [7]. For

higher electron temperatures, the obtained values are not in

agreement with experimental results by Cho et al. and by

Brown et al. [8, 9].

Possible improvements in the theoretical description are

the use of electronic DOS for the appropriate electron

and ion temperatures as well as of temperature dependent

electron-phonon coupling matrix elements.
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Pulsed lasers attain peak powers as high as 10 petawatts 

[1].  Strong focusing of such pulses enables experiments in 

the radiation dominated regime, the onset of which is 

expected to occur at about 1023 W/cm2.  If the target is a 

thin solid density slab, radiation pressure acceleration 

(RPA) of the ions is expected to be accompanied by a 

powerful burst of gamma rays due to nonlinear Compton 

scattering.  The conversion efficiency of laser to gamma 

ray energy is computed to be as high as tens of percent [2]. 

Figure 1. Momentum distribution (a) and spatial 

distribution (b) of protons after a few tens of femtoseconds 

of interaction.  

Simulations of such an interaction have to be carried out 

using an extension of the particle-in-cell (PIC) method 

which uses nonlinear quantum electrodynamics (QED) 

cross sections to track the creation and subsequent 

interactions of high energy photons and electron-positron 

pairs.  Currently there are a few such QED-PIC codes, 

including EPOCH [3] and OSIRIS [4].  Sample results 

from OSIRIS are shown in Figures 1 and 2 for peak laser 

intensity 1023 W/cm2, pulse duration 25 fs and laser energy 

300 J. The target is a 1 micron slab of solid density 

* Work supported by US DOE Office of Science under Interagency Agreement 89243018SSC000006

hydrogen, with a several micron long pre-plasma.  This 

example case was carried out in 2D slab geometry, but 3D 

simulations are possible using large scale high 

performance computing systems. 

The proton distribution in momentum space is shown in 

Fig. 1(a), while the distribution in real space is in Fig. 1(b). 

The laser pulse propagates in the positive z-direction.  The 

fastest protons approach the threshold for relativistic 

motion, ��=1, where � is the relativistic Lorentz factor and 

� = v/c.  The real space image illustrates the RPA-like

deformation of the target.  Fig. 2 shows the distribution of

gamma ray momentum in terms of wavenumbers

referenced to the reduced Compton wavelength, �c.  The

gamma ray spectrum can extend to GeV scale.

Figure 2. Momentum (wavenumber) distribution of the 

gamma rays.   

In conclusion, ten petawatt scale lasers will enable the 

exploration of fundamentally new regimes of laser-plasma 

interactions where QED effects cannot be neglected. 

Moreover, the QED effects themselves are in an under-

explored, highly nonlinear regime.  One outcome predicted 

by QED-PIC simulations is the simultaneous generation of 

bright gamma rays and energetic protons.  
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A main research topic of the upcoming FAIR-facility fo-

cusses on the study of warm dense matter (WDM) states. 

Proton and light-ion beams generated with high-intensity 

lasers play an important role in this field as they can be 

used either as a WDM driver [1] or as a diagnostic tool. 

These applications require high particles numbers and a 

highly energetic particle beam. Despite very positive esti-

mates delivered by numerical simulations, a significant 

discrepancy is found in the experimental realization so far, 

which requires further investigations. This motivates a se-

ries of experimental campaigns using PHELIX to deter-

mine the scaling of proton generation with parameters like 

laser intensity, or laser temporal contrast. 

The performance of the laser system has been evaluated by 

scanning different laser and target parameters and measur-

ing the maxmum reachable proton energy. The results, 

showing the scaling of the proton energy for different laser 

intensities, can be seen in figure 1. We initially used 300-

nm-thick CH2 targets for the proton acceleration, which 

showed a maximum proton energy in simulations done for 

the PHELIX parameters [2].  

Using the standard copper parabola as a focusing optic 

(black points, figure 1), enabled intensities up to 3
.
1020

W/cm² on target, accelerating protons up to 80 MeV. When 

switching to the glass parabola the intensity could be in-

creased up to 5
.
1020 W/cm² (red and blue points). Due to

the increased intensity, the thin targets undergo a signifi-

cant pre-expansion, which limits the maximum reachable 

proton energy. This obstacle was overcome by increasing 

the target thickness to 1.5 µm (red points). 

Figure 1: Maximum proton energy for different laser inten-

sities on target. The different colors indicate the use of dif-

ferent focussing optics and target thicknesses. 

Due to the higher intensity on target, record-high maxi-

mum proton energies of at least 90 MeV have been ob-

served. The square root scaling of proton energy and inten-

sity (blue curve) fits for both thickness parameters, indicat-

ing target normal sheath acceleration (TNSA) as the main 

acceleration mechanism for both regions. The Radio-

chromic film (RCF) of the record-shot, used to measure the 

particle energy, can be seen in figure 2. It shows a proton 

signal at 90 MeV covered by a strong electron background 

extending to the 96-MeV film and beyond. This aggravates 

the analysis of the RCF and the estimation of the maximum 

reached proton energy. 

Figure 2: Radiochromic films showing the record proton 

energy for the PHELIX facility above 90 Mev (black cir-

cle). The films show a strong electron background covering 

the signal at energies beyond 90 MeV. 

To reduce the pre-expansion of the targets when such in-

tensities are used, and therefore enable different accelera-

tion mechanisms, an improved temporal contrast is needed. 

We improved the contrast of the laser system by four or-

ders of magnitude and reduced the rise time of the pulse by 

using a double plasma mirror. This setup changes the inter-

action nature between target and laser, enabling a fully 

opaque interaction for targets above 50 nm, for example. 

Despite similar intensity conditions, the maximum reacha-

ble proton energy is significantly reduced. This effect 

could occur due to reduced absorption and therefore a de-

crease of the coupling efficiency of laser energy into parti-

cles.  

This strong change in the interaction was also observed by 

advanced optical diagnostics, measuring the time resolved 

spectrum of the transmitted and back-reflected light during 

the interaction, as well as the reflectivity and transmissivity 

of the plasma. This will give additional insight into the rel-

ativistic laser plasma interaction, enabling possibilities to 

reach proton beam parameters necessary for the upcoming 

applications. 
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The LIGHT collaboration combines laser-driven ion

sources with conventional accelerator technology for the

beam shaping of laser-driven ion beams. Therefore, a

test beamline was realized at the GSI Helmholtzzentrum

für Schwerionenforschung GmbH. Figure 1 presents its

scheme, which is based on a laser-driven ion source, two

pulsed high-field solenoids and an rf cavity. This report

presents the achieved proton beam parameters. Especially,

the parameters at the interaction point for future applica-

tions are specified, which is 6 m behind the source.

Figure 1: Scheme of the laser-driven ion beamline

The PHELIX laser (λ = 1053 nm, τ = 650 fs, E ≈ 15 J) was

focused on a 10 µm thin gold target with a focal spot size

of 3.5 x 3.5 mm2 driving the TNSA mecha-nism. The

source characterization with an RCF stack showed an

exponentially decaying spectrum with a cut-off energy of

≈21.5 MeV. The fit parameters of dN/dE = N0/E exp(-E/

kBT) were the maximum number of protons N0 = (4.48 ±
1.10)×1011 and the temperature kBT = (19.35±8.64) MeV.

Analysing the spectrum, the half envelope divergence

angle had a value up to ≈28◦ directly behind the target.

The generated beam was collimated with the first solenoid,

which was positioned 4 cm behind the source and was

operated at 6.5 T. A central energy E0 = 9.6 MeV was

selected. An Gaussian energy distribution with an energy

spread of ∆E=(18±3)% at FWHM was measured [1].

Afterwards, the beam is injected into an rf cavity. Inside

this element, the beam is rotated in longitudinal phase

space around its central energy. For the ideal phase

rotation, a beam injection at a synchronous phase Φs=90◦ is

desired. Through setting the rf amplitude, the proton beam

can be energy-compressed to a few percent spread or

temporally focused in a certain distance. The energy

compression was measured with a dipole spectrometer and

showed an energy spread of ∆E=(2.7±1.7)% (FWHM)

around a central energy of E0=(9.7±0.1) MeV [1].

For temporal compression, proton bunch durations

below 600 ps were reproducibly measured. With the

current setup, a duration of τp =(593±40) ps was measured

with a specially developed diamond detector [2].

The last step in beam shaping is the final transverse

focusing system by a second solenoid, which was operated

at 5.8 T. The beam was collimated with the first solenoid

and transported without an operating rf cavity along the

beamline. In a distance of 6 m from the source, the beam

was focused down to a round-shaped focal spot size of

1.1 mm x 1.2 mm at FWHM containing (3.5± 0.22) x 108

protons [3]. In future, the phase rotation (energy com-

pression or temporal focusing) and final focusing will

be demonstrated simultaneously. Using temporal focus-

ing, this will enable proton intensities up to 5.8 x 1019

protons/(s×cm2). Table 1 summarizes the important

experimental achievements.

Table 1: Overview of achieved beam parameters

parameters of experimental achievements

TNSA source exponential spectrum,

N0 = 4.5 · 1011, kBT = 19.4MeV,

divergence up to 27.7◦

collimation E0 = (9.7± 0.1) MeV,

∆E = (18± 3)% (FWHM)

energy E0 = (9.7± 0.1) MeV,

compression ∆E = (2.7±1.7)% (FWHM)

temporal focus τp = (593 ± 40) ps (FWHM)

transverse focus A = 1.1 mm x 1.2 mm at FWHM
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M. Roth: Focusing of multi-MeV, subnanosecond proton

bunches from a laser-driven source, Phys. Rev. Accel. Beams

22, 011301 (2019)

51



PIC Simulation of laser irradiated Micro-Plasma with varying density∗

V. Pauw† 1,2, P. Hilz1, J. Schreiber1, and H. Ruhl2

1LMU, Munich, Germany; 2LRZ, Garching, Germany

We present a preliminary result of our current work in

which we use particle-in-cell simulations to investigate the

fast ions produced by irradiating hydrogen-clusters (µm-

radius) with short ultra-strong laser pulses (30 fs FWHM,

100 J).

Computational Set-Up and Resource Use

The simulation domain in our set-up measures 36x36x64

microns, 2304x4032 grid cells, a grid cell width of 15,625

nm (64 points per laser wavelength at λ = 1000nm). A

cell contains 10 quasi-particles. They are run on the HPC

system SuperMUC at LRZ in Garching (Munich) on 8192

compute nodes.

Laser

Electrons

Ions

Figure 1: A PIC simulation of ion acceleration in a laser

irradiated micro target

Varying the Density of a Proton Target

Scanning a region of densities from 2nc (nc is the

non-relativistic critical electron density) to solid densities

(228nc), we observe different acceleration mechanisms. At

very low and very high densities (below 5nc or over the

relativistic transparency threshold ne > nc/
√

1 + a2
0
/2),

a predominantly isotropic expansion/coulomb explosion

takes place which produces inferior energies and beam di-

rectionality. In the region of relativistic transparency, a

collisionless shock forms at the irradiated target side and

transverses the interior, gaining further momentum from

the coulomb explosion reaching energies up to 360 MeV.

Target size and density are varied while the laser focal

spot is matched to the sphere size for optimal energy trans-

fer. The density scan is done for a short (30fs) and a long

∗Computing resources provided by GCS project pr74si
† viktoria.pauw@physik.uni-muenchen.de

Figure 2: Spectral plot of accelerated ions for the 2µm tar-

get (number of protons per MeV)

(90fs, FWHM field intensity) gaussian pulse for three tar-

get sizes (1333 nm, 2000nm and 3000nm radius) targets.

Varying a0 for the different pulse lengths and focus sizes

keeps the total pulse energy constant. Figure 3 shows the

maximal proton energies obtained in the density scan for

the different target types.

Figure 3: Maximal proton energy at different densities

(multiples of the critical electron density nc for different

target and laser parameters
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Towards neutron resonance imaging with laser-driven neutron sources 
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Conventional neutron sources, such as fission reactors or 

accelerator-based spallation sources, are well established 

and utilized in a wide field of applications. However, they 

also have their disadvantages and limitations. These in-

clude inflexibility, a high radiation background, and lim-

ited neutron pulse duration. In contrast, laser-driven neu-

tron sources provide a cost-efficient and compact com-

plement to large-scale neutron facilities, allowing their 

installation in small institutions and their transport to ana-

lyze unmovable objects, such as buildings and sensitive 

archeological material. 

Neutron imaging is a useful technique to identify the posi-

tion of objects inside a compound. Resonance imaging 

additionally enables the identification of different ele-

ments and isotopes on the detected images. This tech-

nique could become important for the investigation of 

heated or shocked materials in the warm dense matter 

state, for example used in experiments at the future FAIR 

facility. Especially the properties of low-Z materials en-

capsulated in a high-Z case are not accessible with estab-

lished methods, such as X-ray or proton diagnostics. The 

application of very short neutron pulses however, could 

be the clue to studying these transient states of matter, e.g. 

inside a LAPLAS target [1].  


���	������������ 

The experiment was conducted at the PHELIX laser at 

GSI Helmholtzzentrum für Schwerionenforschung 

GmbH. Neutrons were generated by nuclear reactions of 

laser-accelerated protons and deuterons inside a beryllium 

catcher. A moderator made of high density polyethylene 

(HDPE) was used to slow down the high-energy compo-

nent of the emitted neutron spectrum. A sketch of the set-

up is shown in Figure 1.  

Figure 1: Experimental setup with the positions of the two 

imaging detectors. 

Different sample materials were investigated by neutron 

imaging within various time intervals. The images were 

recorded with two independent detector systems, one 

based on a two-step boron-doped microchannel plate 

(MCP) system, the other working with a lithium glass 

scintillator. Boronated HDPE was used as a collimator to 

limit the field of view from the source to the detector. The 

samples were placed directly in front of the detector sys-

tems. Figure 2 displays an accumulated background-

corrected neutron image of a 1mm cadmium and a 1mm 

indium sample measured with the boron-doped MCP de-

tector system. The exposure time was about 760µs, cover-

ing an energy range from 9.9meV to 1.97eV and thus the 

most pronounced resonances in the neutron reaction cross 

sections of both materials. The neutron attenuation inside 

the samples, resulting in darker areas on the imaging sys-

tem, is clearly visible. 

A resonance radiography measurement was not possible 

in this experiment, as the emitted neutron numbers were 

more than one order of magnitude lower compared to 

previous campaigns at PHELIX [2].  

Figure 2: Over three shots accumulated neutron image of 

a 1mm cadmium (upper left corner) and a 1mm indium 

(upper right corner) sample. 

Similar images were obtained with the lithium-glass de-

tector system, underlining the reliability of our results. 

Despite lower neutron numbers compared to similar ex-

periments, the clear distinction of the samples in our 

measurements reinforces the feasibility of a laser-driven 

neutron source for neutron imaging applications. 

������ 

[1] N. Tahir et al., Phys. Lett. A 249, 489-494 (1998)

[2] A. Kleinschmidt et al., Phys. Plasmas 25, 053101

(2018) ____________________________________  

% &��'�	�((�����)��*$��*$�+,��
�����
��,���-././-� 
0
��1�(	�����2�3

Cd In 

53



��������	���
���������������	������������
������	������������������	�������

�� ������	
����������������
�
������������	������������	

��	�����	���

 � � ������ � ����� � ��� � ������ � $�� � ��� � ��%�� � �������

������������&��'����������
�'���������������(����)���

$������� �*����������
�����������&����)�����
 �����������

(����� � ���� � ���+�, � ��� � �� � ��-���� � ���&������ � ��

��.����� � ���� � +������� � � � �������)��� � �� � ��� � �������

)����������'��������������&�����&�� ����������������&��

*����������������
���$���������&���� ��������������������

�������&�������������+�����+������������������������)�

$�����������������������'�����������+����(��������������$�

$���������������������������,+���)����

/������� � ��� � �(� � �� � ��)� � (��� � +��(��� � �� � ���� � ���

��+�(���$�+���������&����+���������+��������������������

�������� � ��������&�������� � ���� � ��� � ��� � ��&��

�������)�����)����������������������+�����������(���������

����+��(����(0����������������������(����������������$�

���������(���������������������(��1�������������&��������

�����+�� � ���+�������� � )��� � �����&� � ��+�����& � ��

&��&��+�������+���������

2��� � ���)������� � ������� � ������� � ��� � ��&� � �� � ��%�


�,+����)������+������������&�(��1&����������������'���

��&��+����'�����
������������������(��$��������+��+������

��)� � ��������� � �������
 � ���� � ��� � �����
 � �����+����(�

����'����������+������&����

2��������-(�������������������� ��������)����&������(�

�����)�������'������������������)��+������$������
����

������ � �$ � �������� � +�� � +��� � '� � (� � ���������&

��������� � �� � ��� � ��,� � ����� � �� � '� � �� � '� � (� � ���

��+��������������$������+�����&�����������������)������

'���� ������'����������������+�����'���������-(����

������� � ������� �'� � (����� � � � ������� � ���+������� � ��

�,�����& � ������� � (������ � ���� � +��)��� � ��+�(������ � ���

�++���������� � '���� � ���)������� � ������� � ��)� � �����

�������

���������	��������	�

 � � ��&��� � �3	4
 � �� � �,+�������� � ���+��&� � �� � ���

5"67 8����� �$�������'����������������'�������(�9�

�����������+������$����'���������������'����������������

+����:�33�#
�;33�$�
�<�9��$�������������=������+�������

��������� � '��� � �������� � ���� � � � (������ � ������� � ��

���)�����������������������)����������+����������>������

�������&��$�����(��������&�������(������$������������

+����
����	���������$���+����+��-������'�����������

(��'��� � ���&�� � ��� � �������� � ��+��� � ���� � ��)� � ���

��)����&��������������+������
����������(��
������)���

��&���������������'���������������'��������������'���

�� � ��� � ���� � ���� � (���& � )��� � ��(��� � �&����� � ��&�

���+���������

����+�����������������'���������������(�����������$��

��&� � ������� � +��������� � ��������� � ����������& � ���

�������� ���� � ������� � �������� � �� � $��' � � � 	?6 � ����&�

��+����������'�������&��������&������������(�������$��

������� � ��������� � �+��������+�� � ��� � �������� � ���� � ��

�(���)���������������+�������'�����(������������������

+����'�����������$��� ����+����������(��'�	3��������

��&� � ������ ���������� ��$$������� �'���� ���������� �'���

	?63�;� �� ��$�&����	��������������+�������(�$���������$���

��� � ���������� � �$ � ��� � 	?) � ��+������� � ��� � (� � ���� � ��

���+������ � �� � � � >7��� � ��������� � �$ � ��� � ����

�,+��������������&�������������&������&��������(��'���

��������� � ��� � �,+������� � �� � ��� � ������ � ��&���
 � ���

�+�������������������������������$�����������'����	?6	���

������+��������������	?63�@<� �+���������(����������������

�������������+��(�(���,+������(������)���������������$

������������������&�����A�B�$����+��������(����������-

���&��-��������������

�����&� � ���� � ������� � ���(��� � �+ � �� � ;C	3	3� '���

�,+�����
���+��-+�����������������������	�<����(�$�������

�����+��������&����������&��
 �����(������$�������$��;

�������������������'����+���������2����������'��������

���(��
 � ��� � ���&��� � &�� � �$ � ����)��& � ��� � ������

��������� � �$ �	4�2 � '��� � ��&� � ����&� � �������� � ��

��������� � ��� � ���+������� � $��� � ��++�� � (��������&


���� � ��� � (� � �����)��� �/��������� � �� �'�� � +����(� � ��

������$������(�������$������������������������������&����

2�������������������������������������������������
��������

���&��������+��
����'����������(��+����(�����������$�

���������)�������-(������������������������+��������+�

(�� � �� � '� � ��������& � ��� � ���+������� � �$ � ����1��

���������'���������$���&���������$�����������D	E�

>�&��� G��+������� �$� ���� ��������
� ��������� ���

������������������+�������

D	E #�� G�� >���H���%� ��� ��
� 7�-��-	4-�3I4I
�* F�	3��	J�?	<	@J	J��:�3	4=

54



Collimated electron beam generation in relativistic laser-solid interaction*
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A. Savel’ev1
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Faculty of Physics and International Laser Center, M.V. Lomonosov Moscow State University, Moscow, Russia; 

2Institute for Nuclear Research of the Russian Academy of Sciences, Moscow, Russia

Laser-plasma interaction is now routinely used to accel-

erate electrons to high energies (up to several GeV [1]). 

This allows laser-plasma based sources to be considered as 

compact and relatively low-cost accelerators and leads to a 

wide range of potential applications, such as Thomson and 

bremsstrahlung X-ray sources, laboratory astrophysics, ul-

trafast electron microscopy to name a few. For many of 

these applications it is of great importance to generate elec-

trons in the form of a beam with a relatively small diver-

gence and a narrow energy spectrum i.e. having parameters 

comparable to those of a beam at a traditional accelerator. 

Here we present experimental research on the electron 
bunch generation at intensity around 1018 W/cm2 in a long-
scale undercritical plasma, formed by additional nanosec-
ond laser pulse with controlled parameters. Choosing ap-

propriate parameters of main laser pulse and artificial pre-

pulse we can change interaction regimes and thereby opti-

mize beam parameters for different applications.

Figure 1: Electron beam spatial profile (a) and energy 

spectra (b)

In our experiments we used Ti:Sapphire laser system 
(800nm, 10Hz, 40mJ, 45±5fs, 5·1018 W/cm2, level of con-
trast on ps time scale – 10-8). Laser radiation was focused 
by off-axis parabolic mirror (F~5cm) onto the target. To 
create pre-plasma layer on the target surface we used 
Nd:YAG laser (1064nm, 10Hz, 200mJ, 6 ns, 1012 W/cm2,
level of contrast on ns time scale – 10-5). Varying delay 
between main pulse and prepulse we changed preplasma 
scale in the large range of values. All experiments were 
performed in a vacuum chamber at a pressure not higher 
than 10-2 Torr. Spatial distribution of hot electrons was vis-
ualized by the LANEX screen and detected by CCD cam-
era. To measure electrons energy spectra, we used mag-
netic spectrometer. We also measured electron beam 
charge by two different methods: directly by using a simple 
Faraday cup (3 cm copper cylinder with a 1 nF capacitor
and 130 µm W filter to cut off electrons with E<1 MeV)
and indirectly via measuring neutron production in (γ,n) 

photonuclear reaction in beryllium. To detect neutrons, we 
used an array of 3He-counters and a polyethylene modera-
tor.

It is shown that by optimizing preplasma profile one can 
obtain collimated (~0.05 rad) electron beam with tempera-
ture around 2 MeV [2]. The beam charge was 30±10 pC 

(for Faraday cup measurements) and 10±4 pC for neutron 
yield measurements (E>1.7 MeV, as it’s the reaction 

threshold). Both charge values are in good agreement with 
each other. The mechanism that leads to the additional col-
limation of electron beam is considered to be direct laser 
acceleration (DLA) in plasma channel formed in long low-
density preplasma corona. 

Using this beam, we had started research on excitation 
of spin isomers in the pygmy-resonance region [3]. We’re 

also planning on implementing it to create a positron 
source on our setup.  According to GEANT4 simulation, 

the flux of low-energy (up to few MeV) positrons can be 

as high as 106 s-1 for electron temperature of 2 MeV, which 

is enough to be considered useful for practical applications.
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Simulations of hard X-ray generation by hot electrons in silver targets

O. F. Kostenko∗

JIHT RAS, Moscow, Russia

To radiograph substances with a high energy density, use
is made of X-rays in the 10–100 keV range. Radiograph-
ing the dense plasma which is to be produced by heavy
ion beams on the FAIR under construction calls for X-rays
with photon energies above 100 keV. In Ref. [1] we deter-
mined a two-temperature hot-electron energy distribution
function by modelling the data of bremsstrahlung and Kα

radiation measurements for silver targets with no recircula-
tion of hot electrons, which were produced by s-polarised
subpicosecond laser pulses with a peak intensity of about
2 × 10

19 W/cm2 on the PHELIX laser facility. The tem-
perature of the high-energy component is described by the
ponderomotive scaling. The temperature of the low-energy
component is well below the ponderomotive scaling and
the Beg’s law. We obtained relatively low conversion effi-

ciency of laser energy into the energy of hot electrons prop-

agating through the solid target of about 2%.

In the present work [2], we consider a semi-analytical

model of X-ray bremsstrahlung generation in metallic tar-

gets with the inclusion of hot electron recirculation. We

calculated the yield of X-ray bremsstrahlung in the 10–

100 keV and 0.1–1 MeV photon energy ranges as well

as the yield of 22.1-keV Kα radiation from the front and

rear sides of silver targets of different thickness, with and

without the inclusion of hot electron recirculation. The ef-

fect of hot electron recirculation in thin foils was shown to

significantly improve the Kα radiation and bremsstrahlung

yields in the 10–100 keV photon energy range. By contrast,

the bremsstrahlung photon yield in the 0.1–1 MeV energy

range from 10–20 µm thick foils, in which the hot electrons

recirculate, corresponds approximately to the photon yield

from the rear sides of 1–2 mm thick targets, in which the

recirculation is insignificant (Fig. 1).

To radiograph cylindrical samples, use is made of foils of

about 10 µm thickness, which makes it possible to measure

the density of Warm Dense Matter with a high spatial reso-

lution. The laser-to-Kα radiation energy conversion coeffi-

cient with the use of a 10-µm thick silver foil, in which the

recirculation is implemented, amounts to 3 × 10
−5. This

is consistent with the data obtained on the Titan laser fa-

cility [3]. The ratio of the number of Kα radiation pho-

tons emitted from the front surface of the above target

to the number of bremsstrahlung photons in the 1.8-keV

wide range centred at the Kα radiation photon energy of

22.1 keV is equal to 10. This estimate of the spectral con-

trast of the Kα radiation is also consistent with the data of

Ref. [3].

When use is made of the specified target, the hot electron

to 10 keV–1 MeV bremsstrahlung energy conversion effi-
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Figure 1: Photon yield, in relation to the target thickness,

from the rear side of the silver target in the energy intervals

(1, 3) 10–100 keV and (2, 4) 0.1–1 MeV with (1, 2) and

without (3, 4) the inclusion of hot electron recirculation.

ciency is equal to 2.7%, the 0.1–1 MeV range accounting

for 73% of the bremsstrahlung energy. In view of the effi-

ciency of laser energy conversion to the energy of hot elec-

trons that penetrate deep into the target, ηL→e = 2% [1],

the laser to 0.1–1 MeV bremsstrahlung energy conversion

efficiency is 4 × 10
−4. As follows from Ref. [4], with

this conversion efficiency it is possible to obtain high-

quality radiographic images of millimetre-sized lead sam-

ples heated by heavy ion beams to a high energy density

state.

To summarise, we note that an order of magnitude higher

ηL→e coefficient was obtained in Ref. [5] in the oblique in-

cidence of p-polarised picosecond laser pulse of close in-

tensity 3 × 10
19 W/cm2 on a 5-µm thick aluminium foil

(it was placed in front of a silver foil in a multilayer target,

in which there was no recirculation of hot electrons). The

prospect of obtaining an order of magnitude higher laser

to 0.1–1 MeV bremsstrahlung energy conversion efficiency

with the use of a layered target consisting of aluminium and

silver foils with the recirculation of hot electrons lends im-

petus to further research.

References

[1] O. F. Kostenko, N. E. Andreev, O.N. Rosmej, Phys. Plasmas

25 (2018) 033105.

[2] O. F. Kostenko, Quantum Electronics 49 (2019) 216.

[3] B. Westover et al., Phys. Plasmas 17 (2010) 082703.

[4] K. Li et al., Laser Part. Beams 32 (2014) 631.

[5] B. Vauzour et al., Phys. Plasmas 21 (2014) 033101.

56



Studies in High Density Degenerate Plasma 

Punit Kumar, Shiv Singh and Nafees Ahmad 
Department of Physics, University of Lucknow, Lucknow, Lucknow-226007, India

The growing interest in investigating new aspects of 

high density (quantum) plasmas is motivated by its poten-

tial applications in modern technology e.g., quantum well 

and quantum dots, quantum plasma echoes, metallic 

nanostructures, microelectronics devices, thin metal films, 

metal clusters, nano-plasmonic devices, quantum x-ray 

free electron lasers, in high intensity laser produced plas-

mas, in nonlinear quantum optics, in metallic nanostruc-

tures, in super dense astrophysical environment (e.g. in the 

interior of Jupiter, white dwarfs, and neutron stars), in 

dusty plasmas and in next generation of laser based plasma 

compression experiment (LBPC), etc. The studies involv-

ing interaction of intense laser beams with quantum plasma 

were carried out by the quantum plasma group.  

Studies using QHD Model 

The interaction models were developed on the recently 

developed quantum hydrodynamic (QHD) model which 

consists of a set of equations dealing with transport of 

charge, momentum and energy in a plasma. The effects of 

quantum Bohm potential, the Fermi statistical pressure and 

the electron spin were incorporated.  

Third Harmonic Generation in Magnetized 

Quantum Plasma 

Study of third harmonic generation resulting from 

propagation of circularly polarized laser beam in homoge-

neous high density quantum plasma immersed in an exter-

nally applied magnetic field was carried out. The oscilla-

tory electron velocities, perturbed density and non-linear 

current density for the propagation of laser beam in high 

density plasma were setup. The field amplitude of third 

harmonic of the whistler with respect to fundamental wave 

and the conversion efficiency for phase-mismatch was an-

alyzed and higher conversion efficiency was observed in 

degenerate plasma for lower values of static magnetic field 

as compared to classical plasma. 

Acceleration of Electrons in Quantum Dusty 

Magnetoplasma 

A detailed study of ponderomotive acceleration of elec-

trons in magnetized quantum dusty plasma was performed. 

A simple energy exchange solution in electron acceleration 

was established. It is noticed that the electron acceleration 

by circularly polarized laser pulse is significantly affected 

by presence of magnetic field, laser field amplitude and 

dust charge grains. It is found that an electron gains energy 

during rising part and losses energy during trailing part of 

laser pulse and presence of dust grains increase the growth 

of ponderomotive acceleration in quantum dusty plasma as 

compare to quantum plasma. 

Studies using SSE-QHD Model 

All the prevalent models considered electrons as a sin-

gle fluid of macroscopically averaged spin-1/2 plasma. The 

earlier papers did not show a full picture and didn’t took 

spin-up and spin-down interaction force into account. Very 

recently, a modified separate spin evolution (SSE) treat-

ment of electrons in accordance with Pauli equation has 

been developed. 

Surface Plasma Wave in Semiconductor Quan-

tum Plasma 

A scheme of stimulated SPW excitation in magnetized 

quantum plasma via stimulated electron-hole recombina-

tion in the proximity of the guiding surface was proposed. 

The dispersion and pointing flux of the surface plasma 

wave in quantum magnetized plasma was evaluated. It was 

found that the dispersion and pointing flux properties differ 

slightly in spin-polarized and unpolarized plasmas. The 

electron-hole instability of semiconductor in quantum 

plasma with the spin-polarization can be a problem of in-

terest but we left for a future work. This result may be im-

portant for the ultra-small electronic devices like travelling 

wave amplifier and solid density plasmas. 

Electron-Hole Instability in Semiconductor 

Quantum Plasma 

The Instability of electron-hole in quantum semicon-

ductor plasma was examined. The growth rate of the wave 

depends on varying the parameters normalized by cyclo-

tron- plasma frequency, like the angle between propagation 

vector and external magnetic field parallel to and speed of 

the externally injected electron beam parallel to the propa-

gation vector. We derived a dispersion relation from which 

it was shown that inclusion of streaming effects in finite 

geometry opens up the possibility of a number of wave 

modes. Some of these modes were found to be linearly un-

stable. It has been shown that the finite boundary, stream 

velocity of plasma particles, quantum diffraction parame-

ter, electron-hole mass ratio and the charge imbalance pa-

rameter all have significant effects on the instability 

growth rate. 

Filamentation of a Short Laser Pulse 

Filamentation of a short laser pulse in a magnetized 

quantum plasma was studied. The direction of the external 

field has been taken to be along the direction of electron 

beam propagation in the first case and oblique in the sec-

ond case. The dispersion for both the cases have been ob-

tained and growth rate evaluated. The numerical analysis 

for growth rate has been carried out. The results of both the 

cases have been compared and analysed. 
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 Comparison has also been done with earlier studies 

and the difference is critically analysed and interpreted. 

The Filamentation instability of a short pulse laser in mag-

netized quantum plasma is significantly enhanced by the 

ambient magnetic field. The growth rate is increase with 

spin polarization in case of longitudinal wave, but in case 

of oblique the growth rate is reduced with the increase an-

gle. The growth rate increase with magnetic field strength 

and the laser intensity. The growth rate in fully polarized 

plasma is about 18-24%  more than that in unpolarized 

quantum plasmas.  

Circularly Polarized Modes in Dusty Quantum 

Plasma 

The possibilites of circularly polarized mode due to 

propagation of electromagnetic wave in quantum dusty 

magnetoplasma with two different spin states of electrons 

were explored. The longitudnal dispersion relation for 

electromagnetic waves in dusty magnetoplasma was setup. 

The right circularly polarized, left circularly polarized 

wave, ordinary mode and extra-ordinary mode were analy-

zed. Growth rate was calculated and effect of spin polari-

zation was studied. It has been observed that the e. m. wave 

is more dispersed in spin polarized plasma than unpolar-

ized plasma because the Fermi pressure is about 1.6 times 

than that of unpolarized electrons. The frequency of left 

circularly polarized wave is more  by about 16% in spin 

polarized quantum dusty plasma than unpolarized quantum 

dusty  plasma and the frequency of right circularly polar-

ized wave is  more  by about 20% in spin polarized quan-

tum dusty plasma than unpolarized quantum dusty  plasma. 

Simulation Studies 

QED cascade structure in the field of a standing linearly 

polarized wave was studied in collaboration with Prof. A. 

V. Kim and A. Bashinov from Institute of Applied Physics,

Nizhny Novgorod, Russia. Based on the numerical model-

ling of the electron dynamics in the focal region of a dipole

wave, we have found the confinement time of electrons in

the region of the strongest electric field in a wide (up to 200

PW) power range. By comparing confinement times of par-

ticles and the spatial structures of their escape, we have de-

termined the regimes of ponderomotive escape and radia-

tion dominated escape corresponding to normal and anom-

alous radiative trapping, as well as the threshold powers of

these regimes. It is shown that in the regimes of pondero-

motive escape, the confinement time decreases with in-

creasing power and stabilises at the level of one third of the

wave period with the particles leaving the focal region pre-

dominantly across the electric field. In the radiation domi-

nated regime, the confinement time, on the contrary, in-

creases with increasing power, the rate of transverse parti-

cles’ escape decreases, and the particles leave the focal re-

gion in the form of compact beams.
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5 Fusion related Issues of Plasma Physics



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



A large effort is currently under way to demonstrate
thermonuclear ignition in the laboratory via inertial con-
finement fusion (ICF) [1]. ICF uses laser-driven implo-
sions of a solid deuterium-tritium (DT) shell to achieve
ignition conditions [2, 3]. Ignition is a thermal insta-
bility of a DT plasma driven by the energy deposition
of the alpha particles (“alpha heating”) produced by
the fusion reaction D+T=α(3.5MeV)+n(14.1MeV). Ig-
nition has never been achieved in a laboratory plasma
and its demonstration is widely viewed as a major scien-
tific achievement with important applications to fusion
energy generation and to the stewardship of the nuclear
stockpile. Unlike in steady state plasmas, as those envi-
sioned for magnetic confinement fusion [4], assessing igni-
tion in ICF is greatly complicated by the transient nature
of implosions and the fact that ignition starts from the
central hot region (“hot spot ignition”) and then propa-
gates to the cold and dense surrounding fuel (“burn wave
propagation”). The fundamental mechanism at the basis
of ignition is alpha heating of the DT fuel and its positive
feedback on the fusion reaction rate.

Current experiments at the National Ignition Facility
(NIF) have demonstrated significant alpha heating lead-
ing to amplifications of the fusion yield close to 3 folds
[5–7]. Despite much work on assessing and measuring
the degree of alpha heating, there are two crucial ques-
tions still unanswered with regard to ignition: (1) what
is ignition in inertial fusion and (2) what fusion yields are
required in ICF to claim that ignition has taken place.
In the past, common metrics for ignition have related the
fusion yield to the incident laser energy on target. The
so-called target gain=1 condition has been widely used as
the ultimate indicator of ignition [8]. Here, target gain is
the ratio of the fusion energy output to the laser energy
on target. Such a metric is not rooted in the burning-
plasma physics of DT fuel and is unrelated to the onset of
ignition. It is only motivated by its implications to fusion
energy, where an energy output greater than the input is
required for any viable fusion scheme. This metric is not
an indicator of the onset of the thermonuclear instability
and therefore it cannot be used to measure the ignition
point.

In this work, we provide a physical definition of hot
spot ignition in ICF which is of general validity for laser
fusion. This definition of ignition identifies the onset of
the thermal runaway within the hot spot of an ICF im-
plosion just prior to the burn propagation in the dense
fuel. To identify the ignition point, we first search for
qualitative features distinguishing runaway burn in the
entire fuel volume from sub-ignition alpha heating. The

FIG. 1: The yield amplification is plotted as a function of
fα for the ensemble of 1-D LILAC [14] simulations (turquoise
points). In the alpha-heating regime (fα < 1.4), the yield
amplification depends uniquely on fα regardless of the tar-
get mass, areal density, and temperature. After fα = 1.4,
shell mass and burnup fraction determine the maximum fu-
sion yield. The yellow, red, green, and dark blue points re-
spectively represent 2-D DRACO [15] single mode simulations
of modes 2, 4, 6, and 10. The purple points are multi-mode
simulations perturbed by modes 2 and 4.

first distinctive feature is related to the different behav-
ior of the yield amplification for implosions in the alpha
heating regime versus implosions with propagating burn.
Here the yield amplification = Yα/Ynoα where Yα is the
fusion yield measured in an experiment and Ynoα is the
estimated yield without accounting for alpha particle en-
ergy deposition. It was shown in Ref [9] that in the alpha
heating regime, the yield amplification depends uniquely
on the dimensionless parameter fα given by

fα ≡
1

2

θαEα

Ehs

, (1)

where Eα is the total alpha-particle energy, θα is the
fraction of alpha particles deposited into the hot spot,
and Ehs is the hot spot internal energy at bang time
(when the neutron production rate is maximized). The
parameter fα is designed to compare the deposited alpha
energy to the hot spot internal energy at bang time. In
the numerator, Eα = εαY ield where εα = 3.5 MeV and
Y ield is the neutron yield. The factor 1/2 accounts for
the fact that approximately one half of all of the fusion
alphas produced have deposited their energy into the hot
spot at bang time. In defining Ehs, the hot spot radius
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FIG. 2: In the burn propagation phase, the fuel burnup frac-
tion Φ depends uniquely on the parameter ρR/HB and follows
the same scaling as predicted by theory (Eq. (2)). The dark
violet points correspond to implosions with yield amplifica-
tions larger than 25 and the black line is the analytic curve
from Eq. (2).

is the point where the neutron production rate drops to
17% of its maximum value. The lagrangian trajectory of
this hot spot is then back calculated in time to determine
the fraction of alpha particles absorbed in the hot spot,
as was done in Refs. [12, 13].
In Fig. 1, the yield amplification due to alpha heating

is plotted as a function of fα where the yield amplification
curves for many different targets are shown to overlap up
to a critical value of fα ≃ 1.4. The 1-D simulation ensem-
ble shown here contains implosion velocities between 200
km/s and 600 km/s, laser energies between 30 kJ and 10
MJ, and adiabats between 1 and 6 where the adiabat is
given for DT by α = P/2.2ρ5/3, with the shell pressure P
in megabars and the plasma density in g/cm3 [11]. The
1-D database was generated by creating many ignited
implosions with a variety of different target gains and
then degrading them by reducing the implosion velocity
or increasing the adiabat. The red, purple, green, dark
blue, and yellow points are 2-D simulations of ignited tar-
gets degraded by single modes applied to the inner shell
surface. Ignition occurs at the critical value fα ≈ 1.4

corresponding to a yield amplification due to alpha heat-
ing of about 15x to 25x. For fα < 1.4, alpha-heating
is mostly confined to the hot spot while for fα > 1.4,
ablation of shell mass into the neutron producing region
increases the fusion output significantly. The parameter
fα can be inferred from experimental observables and it
can be used to identify ignition of the hot spot in all ICF
implosions of DT-layered targets.

To investigate the nature of these qualitative changes

occurring at fα = 1.4 and Ŷamp = 15 to 25, the depen-
dence of the fusion yield on the areal density and temper-
ature must be considered. In the runaway burn phase,
rapid ablation of shell material into the hot spot qualita-
tively changes the fuel assembly into a system where the
hot spot density is comparable to the shell density. The

where ρR is the total fuel areal density, HB ∼
√
T/ 〈σv〉

is the burn parameter, T is the plasma temperature, and
〈σv〉 is the fusion reactivity [10] (typically HB is taken
to be 6 or 7). In this case, the burn-up fraction becomes
the dominant factor in determining the yield amplifica-
tion. Therefore, given the unique role that fα plays in
describing the alpha heating regime, it is expected that
this would no longer be the case after ignition and sub-
sequent burn propagation. This is illustrated in Fig. 2
where the fuel burnup fraction Φ is plotted against the
parameter ρR/HB and compared with Eq. (2). Implo-
sions in the alpha heating phase (where the burnup frac-
tion is low) deviate from Eq. (2), while in the burn prop-
agation phase (with yield amplifications > 25), a close
relationship is observed between the fuel burnup Φ and
the parameter ρR/HB following Eq. (2). This supports
the conclusion that after burn propagation occurs, the fu-
sion yield is determined by Eq. (2) instead of the ignition
parameter fα.
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For the indirect-drive inertial confinement fusion (ICF),
the primary goal is to achieve ignition through sufficiently
compressing the DT fuel capsule to ignition condition
with laser-converted x-rays inside the high-Z hohlraum.
For the National Ignition Facility (NIF) igni-tion
experiments utilizing gas-filled cylindrical hohlraum, the
primary obstacles are indicated to be time-dependent low-
mode drive asymmetry complicated by the inner beam
laser plasma instabilities (LPI), and hydrodynamic
instabilities (HI) growth [1, 2].
To address the issue of radiation asymmetry, a new

concept of octahedral spherical hohlraum [3] was pro-
posed recently, which has been studied extensively
through experiments and simulations and has present-ed
inherent high radiation drive symmetry, high energy
coupling efficiency and low level of LPI [4]. For another
dominant concern of the growth of HI, the NIF exper-
iments show that it is quite difficult to simultaneously
achieve a high fuel compression and an effective HI sup-
pression with the CH capsules [1]. On the other hand, the
Beryllium ablator is a superior ablator as compared to the
carbon based ablator such as CH and high density carbon
(HDC), mainly due to its lower opacity, higher ablation
pressure [5] and higher ablation front velocity.
We design an octahedral spherical hohlraum with 6

laser entrance holes (LEHs) for the Rev. 6 Be ignition
capsule [5]. With an Au spherical hohlraum of 4400
µm in radius and six LEHs of 1200 µm in radius, a laser
pulse of 2.15 MJ energy and 630 TW power is required
to deliver the radiation drive for the Rev. 6 Be ignition
capsule. Both our 1D and 2D simulations show that the
expansion of Be capsule is slightly slower than that of
the CH capsule under the same radiation drive in the
spherical hohlraum, in spite of the higher ablation rate
of Be. The reason is that the CH capsule has a higher
opacity which causes a hotter ablated plasma and then
a faster expansion of the CH ablated plasmas. The large

volume of spherical hohlraum, together with the i ncident
angle of 55◦ i n i ts l aser arrangement, l eaves enough
room f or the l aser transportation, thus avoiding the
laser being absorbed by the Be capsule plasma and the
con-sequent high r isk of LPI. That means the higher mass
ablation rate of Be does not affect the hohlraum energet-ics
and symmetries i nside the spherical hohlraum. With the
high radiation drive symmetry and l ow risk of LPI of the
octahedral spherical hohlraum, the superior ablation
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FIG. 1: Spherical hohlraum Ne (left side) and laser deposi
tion item WL (right side) maps for Be target (upper)
and CH target (lower) at laser peak time. The outer
boundaries of the capsules are shown in white lines.
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In the researches of indirect drive inertial 

confinement fusion (ICF), the detailed 

information of the x-ray radiation from the 

hohlraums is usually concerned [1-2]. Such 

information can be obtained from the X-ray 

images of the hohlraum. Before the X- ray images 

are obtained, it’s important to firstly select the 

proper wavelength of the X-ray. The selection of 

X-ray wavelength can be achieved by

monochromatic method, the bandpass method, or

the method of whole spectral planar response [3-

5]. The monochromatic method includes gratings

and crystals, in which the strengths and spectral

characteristics are generally needed to be

considered. The method of whole spectral planar

response can only be used to diagnose the

radiative flux whose spectrum is known. The

bandpass methods which include planar mirrors

and filters is at present the most widely used

method for selection of X-ray wavelength.

However, there exist several shortcomings.

Firstly, the multichannel x-ray instrument is often

composed of multiple planar mirrors. Because the

structures and the assembly of the mirrors may

lead to some uncertainties, the calibrations and

applications need very high accuracy due to the

angular sensitivity of the mirrors. Secondly, since

the view angle of the spectral instrument is too

large, it is almost impossible to correct the

differences caused by the angular factor of the

channels. Thirdly, in research of plasma dynamics

using the bandpass methods where the mirrors and

pinhole are combined to image the plasma source,

the system focusing and the intrinsic angle of the

image lead to difficulties in system designs and

practical applications.

A novel transmission-type bandpass filter has 

been proposed and developed to overcome the 

shortcomings mentioned above. The key 

component of such filter is a square-pore 

microchannel plate (MCP) [6–8], the working 

principle of which is shown in Figure 1(a) [6]. 

When X-ray lights are incident from a certain 

angle, the number of reflections vary with the 

incidence position. The deeper the position, the 

lesser the number of the reflections will be. 

Obviously, the number of reflections is 

determined by the length and the width of the 

channel as well as the incidence angle and the 

position at the gate. If we neglect the x-ray 

transmissions through the channel walls, the 

transport efficiency of the microchannel could be 

expressed as 

�

��(�, �) = 	��  �
(�, �) (1) 

where � is the wavelength of the x-ray, k is the open 
area fraction of the MCP, n is the number of  

reflections, and Rs(�,�) refers to the reflectivity of 

single reflection at incidence angle �. 

Fig 1 (a) working principle of the novel 

transmission bandpass filter with square-pore 

MCP; (b) The bandpass spectra of MCP 

combined with different filters; (c) Comparison 

of the X-ray images from metal films and the 

novel bandpass filter 

We have calibrated the transport efficiency of 

the MCP devices on the Beijing Synchrotron 

Radiation Facility (BSRF). Using the 4B7B soft x-

ray calibration beam (cover 50 to 1500 eV and has 

a resolution power of 200) on BSRF, we got 

accurate experimental results of transmission ratio 

of MCP for X-ray. Part of the results are shown in 

fig 1(b), from which we can see, when combined 

with filters, the square pore MCP can act as an 

excellent bandpass filter. It shows that in  the case 

of L= 500 �m and � = 61 mrad, the MCP has a 

narrow energy bandpass of the width 48 eV around 

280 eV when it is combined with a 3 �m thick C 

filter. For L= 500 �m and � = 44 mrad, the MCP 

combined with a 6 �m thick Ti filter achieves an 

energy bandpass of the width 80 eV around 450 eV. 

For L=250 �m and �=34 mrad, the MCP combined 

with a 9 �m thick Fe filter achieved an energy band- 
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pass of the width 75 eV around 705 eV. For 

L=250 �m and � =34 mrad, the MCP combined 

with a 15 �m thick Cu filter achieves an energy 

bandpass of the width 97 eV around 930 eV. In 

fact, we have combined this technology with 

gated X-ray detectors to develop a new type of 

transmission spectrally selective X-ray framing 

camera, which has been successfully applied in 

ICF hohlraum physics experiments in China. Fig. 

1 (c) shows a comparison of the X-ray image of 

laser entrance hole of a gas filled cylindrical Au 

hohlraum obtained from the transmission-type 

bandpass technology with the data obtained from 

metal films. As can be seen from the figure, the 

signal-to-noise ratio (SNR) of the image obtained 

by the new energy selection technology has been 

significantly improved. From the linouts along the 

radial direction of the hohlraum we can see, the 

X-ray image obtained by transmission band-pass

technique can more clearly show the position of

LEH edge and plasma motion front    in the

hohlraum.    The transmission-type X-ray band-

pass technology enables the  X-ray  framing

camera  to  acquire  more detailed knowledge of

hohlraum physics.
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In the ICF central ignition implosion, a spherical target is 

uniformly irradiated and ablatively compressed, creating 

the temperature and density conditions necessary to 

achieve thermonuclear ignition. Throughout the entire ICF 

implosions, the integrity of the compressed shell is of 

critical importance. The final fuel assembly must consist 

of a low-density, high-temperature core surrounded by a 

high-density, low-temperature shell to maximize the 

number of fusion reactions that can occur while the fuel is 

inertially confined. To create the fusion hot-spot, the shell 

must maintain its integrity throughout the implosion to 

prevent significant shell deformation, ablator material 

mixing into the central region, and thermal mixing between 

the hot core and cold fuel. Hydrodynamic instabilities are 

of significant concern when trying to achieve the highest 

integrity of the compressed shell possible in ICF 

implosions, which can compromise the shell’s integrity 

throughout the implosion, rupturing the shell or quenching 

the hot-spot before the target maximum gain is achieved. 

In this report, we summarize the progress of theoretical 

research of hydrodynamic instabilities in spherical 

geometry in our group over the past several years. 

  First, a weakly nonlinear (WN) model for the 

incompressible Rayleigh-Taylor instability in spherical 

geometry is developed [1]. The evolution of the interface 

with an initial small-amplitude single-mode perturbation in 

the form of Legendre mode (Pn) is analyzed with the third-

order WN solutions. The transition of the small-amplitude 

perturbed spherical interface to the bubble-and-spike 

structure can be observed by our model. For single-mode 

perturbation Pn, besides the generation of P2n and P3n, 

which are similar to the second and third harmonics in 

planar and cylindrical geometries, many other modes in the 

range of P0–P3n are generated by mode-coupling effects 

up to the third order. With the same initial amplitude, the 

bubbles at the pole grow faster than those at the equator in 

the WN regime. Furthermore, it is found that the behavior 

of the bubbles at the pole is similar to that of three 

dimensional axisymmetric bubbles, while the behavior of 

the bubbles at the equator is similar to that of two-

dimensional bubbles. 

  Second, a WN model is proposed for the multi-mode 

incompressible Rayleigh-Taylor instability in two-

dimensional spherical geometry. The cosine-type and the 

Gaussian-type perturbations are discussed in detail. The 

growth of perturbations at the pole and that at the equator 

are compared, and the geometry effect is analyzed. It is 

found that the initial identical perturbation at the pole and 

the equator in the cross-sectional view will grow 

asymmetrically. In the linear regime, the perturbation 

amplitudes at the pole grow faster than those at the equator 

due to the different topologies. The geometry effect 

accelerates the ingoing motion and slows down the 

outgoing motion in the weakly nonlinear regime. This 

effect is stronger at the pole than that at the equator. 

  Third, a two-dimensional thin shell model has been 

developed for the Rayleigh-Taylor instability in spherical 

geometry. The present model generalizes the work of Ott 

to the case of spherical geometry. The governing equations 

for the shell motion and the deformation are obtained 

analytically and solved numerically. The linear growth 

rates from our model agree well with those from 

Mikaelian’s work but are slightly larger than those from 

the classical prediction for low-mode perturbations. The 

perturbation amplitudes and bubble velocities from our 

model are in general agreement with those from the weakly 

nonlinear model of Zhang and Layzer’s model, 

respectively. Moreover, the present model can investigate 

the shell evolution initialized by multimode axisymmetric 

perturbations in spherical geometry.  
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The key problem for controlled generation of nuclear 

fusion energy in a reactor for generating electricity is the 

needed temperature of hundrreds of million degrees 

Kelvin for thermal pressures. The sixty-five years of 

research has well achieved these temperatures under 

conditions in laboratories, both for ITER-like magnetic 

confinement as well as for NIF-like ICF when using 

nanosecond laser pulses. The temperatures were 

produced, but for too short times such that a 

breakthrough for a reactor has not yet been reached.  

     The need for million degrees temperatures is no 

surprise. The temperature for chemical reactions - as the 

burning of carbon - is in the range of eV needing ignition 

temperatures of few hundred of degrees Kelvin. Nuclear 

reactions are at ten million times higher energies. 

Nuclear burning needs then dozens of million degrees 

under thermal pressures. The sun burns hydrogen to 

helium at 15 Million degrees and the first deuterium 

fusion reactions at thermal equilibrium in a stellarator 

were measured in 1980 at 10 Million degrees.  

 
Fig.1.Neutrons from irradiation of laser pulses of fs to 

100ps on the irradiated energy from targets with 

deuterium as fusion fuel [7] showing about 10,000 

thousand higher yield with ps-CPA pulses (N98: 

P.Norreys et al 1998) than from thermal plasmas.

     The laser initiated that ultra-extreme energy densities 

in pulses of picosecond ps duration will solve the nuclear 

fusion. Referring to the hydrodynamic equation of 

motion for the force density 

     f  =  -∇p  +  fNL     

contains the gasdynamic pressure p with the product of 

density and temperature T and the nonlinear force fNL= 

∇•M with Maxwell’s stress tensor M containing the

electric and magnetic fields E and H of the laser, the

laser frequency � and the optical refractive index n of

the plasma. To understand early measured nonlinear

interaction, most general hydrodynamics resulted at

interaction of 1018W/cm2 laser pulses, that within 1.5ps

plasma blocks reached velocities of about 1010cm/s

without much heating, see Fig. 8.4 [1], confirming the

dominance of the nonlinear force driven plasma block

acceleration by ps against thermal pressures. The

ultrahigh acceleration was 100,000 times higher than

from best laser heating. Thanks to the Chirped Pulse

Amplification CPA [2] the accelerations were measured

at the predicted values [3].

     Including the triple-alpha avalanche reaction of 

HB11 resulted in an increase by further four magnitudes 

[5] explaining the measurements, leading to the design

of a fusion reactor see Fig. 16 of [6] – avoiding the

hundred million degrees Kelvin of thermal pressures.

For an environmentally clean, absolute safe, low-cost

and inexhaustive electricity supply.

     The nonlinear effect (see R. Feynman in Chapter 6.3 

of [1]) of the plasma-block acceleration with the extreme 

ultrahigh ps CPA laser pulses can be seen in the diagram 

of Fig. 1 in the re-evaluation [7] of earlier DD-fusion 

measurements under the aspects of the recent results [6].  

     The non-thermal properties of the ultrahigh 

picosecond acceleration of plasma blocks by nonlinear-

force acceleration resulted in ten-thousand times higher 

fusion neutron generation [3] than by thermal 

interaction, confirmed by much lower temperatures 

measured, clarified by comparison in the diagram, Fig. 1 

[4]. Computations on non-thermal plasma-block ignition 

arrived at the surprising result that the well known 

extremely low classical thermal energy gain from fusion 

of hydrogen H with the boron isotope 11 with producing 
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three alpha particles (HB11 fusion) arrived at about fife 

orders of magnitudes higher gains than classical up to 

the level of deuterium-tritium fusion. Including the three 

alpha avalanche increased the gain by further 4 

magnitudes. This explains the measured billion times 

increased fusion yields of HB11 [5] than classically. 

     The fact that the measured bremsstrahlung was 

significantly lower than at thermal conditions (Fig. 1) 

and also at [6], indicated the extreme non-equilibrium 

properties of plasmas for the generators during times of 

less than several 100ps, as discussed as conclusion [8] of 

the presentation at the Symposium Hirschegg 2019 
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We first argue that negative muons in the MeV 

energy range  can be fully stopped in warm-dense- matter 

and fast ignition scenario ultradense plasmas on a 

picosecond time scale, by taking into account the 

slowing down on partially de- generate electrons and 

charged hy- drogen isotope ions taken as classical. 

Atomic and molecular recombinations within these 

plasmas on the lowest available exoatom bound states 

states are then demonstrated. The very existence of in-

situ produced exoatoms can be proved with x-ray line 

Stark broadening. Finally, a former conjecture about the 

negligibility of meson sticking on fusion-produced 

particles is reinforced. Mesonic catalysis of deuterium-

tritium fusion reactions is then shown possible in short-

lived plasma targets with rates that are orders of 

magnitude above cold deuterium ones. The dipole 

exoatom orientations clearly favor the cold and long-

lived warm-dense-matter option [1]. 

A testimony to the stability of the D/T exoatoms is 

afforded by their rather low collision frequency with 

surrounding D/T ions (Table I) especially when 

remaining on their deepest bound level (n=1). 

The given frequency is then explained as 

where

referring to the l-averaged extension of µ-D/T 

excited states, and the averaged ion thermal velocity  

Vth
D/T  =  9.79*105 �(T (eV )/2.56)cm/s. 

According to Table I, � remains always far below 

any acceptance threshold in the WDM target case, in the 

considered T range, when compared to target electron 

and ion frequencies. 

The molecular binding process of concern for 

achieving µ-catalyzed fusion highlights a further D/T 

capture by the exoatom D/T µ.  This can be obtained 

with a Langevin-like superposition (Fig.1a) [2] of the 

exoatom polarizability   � with its asymmetric dipole 

contribution µD, so that the D/T capture rate constant (in 

cm3/sec and per exoatom) reads as (µ, relative mass) [3] 

 K = (2πq/µ1/2)[α1/2 + cµD(2/πkBT)1/2] 

with [4] 

Table    I:   Exoatom   D/T µ   on   D/T +    collision   fre-

quency (ps-1) ν = ND/T πd(n��)2 Vth
D/T  in terms of main

quantum number n, D/T + density ND/T, atomic extension 

d(n��), and ion thermal velocity Vth
D/T. Depicted n are 

restricted by the continuum lowering (1). 

where 

and the dipole moment   µD = 
���

��
� ���	

���  n2-�� (�+1)) 

averaged over (n,� ��� � levels through Holtsmark Stark 

mixing, with tuning parameter c featuring either a 

locked dipole (c = 1) or a rotating one (c = 0.1).   

Table II: Three-body capture rates ND/T K (psec−1) in 

terms of exoatom main quantum number n and amount 

of dipole contribution c 
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Figure 1:  Three-body D/T µ D/T+  recombination rates 

K(cm3/psec) in terms of target plasma temperature 

T(eV) parametrized with dipole contribution for n=2. 

c=0.1 (blue) qualifies a rotating dipole and c = 1 

(orange) a fixed one.  c=0 (light green) advocates a only 

polarizable  dipole. (a)  Geometry of  D/T  ion  interac- 

ting with exoatom D/Tµ;  (b)  WDM target (N = 

5.64x1023/cm3,  T = 1.75eV ); (c)  FIS target (N = 

1026/cm3, T = 1keV ). 

The temperature dependence is respectively given for 

WDM (Fig.1b) and FIS (Fig.1c) plasma targets. It is 

parametrized with the amount of dipole contribution, the 

only one displaying T variations.  

Corresponding capture rates ND/T K(psec−1) are 

tabulated in Table  II    for 1 � n � 6 (WDM) and  1 �  n
� 4  (FIS).  One  witnesses  a  non-negligible 

contribution down to n = 1 with c = 0.1 on 1 ps time 

scale, FIS targets show up as the most effective ones. 

However, including the fact that WDM targets could 

keep their parameters up to 0.5 nsec, these latter appear 

as most promising for an experimental study. These 

capture rates can easily induce the production of 

hydrogenic molecular ions D/Tµ+ on low lying bound 

levels, thus allowing the triggering of a quantitatively 

significant amount of nuclear reaction. Moreover, 

present 3-body recombination rates steadily increase 

with n, while former two- body ones [1] do the opposite. 

Tables I and II shows clearly that the frozen dipole 

option (c=1) looks ap- propriate for n=1 WDM ground 

state. On the other hand, the rotating dipole (c=0.1) rules 

FIS levels. 
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