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The 90% credible intervals(Veitch et al. 2015; Abbott et al.
2017e) for the component masses (in the m m1 2. convention)
are m M1.36, 2.261 Î :( ) and m M0.86, 1.362 Î :( ) , with total
mass M2.82 0.09

0.47
-
+

:, when considering dimensionless spins with

magnitudes up to 0.89 (high-spin prior, hereafter). When the
dimensionless spin prior is restricted to 0.05- (low-spin prior,
hereafter), the measured component masses are m 1.36,1 Î (

M1.60 :) and m M1.17, 1.362 Î :( ) , and the total mass is

Figure 2. Joint, multi-messenger detection of GW170817 and GRB170817A. Top: the summed GBM lightcurve for sodium iodide (NaI) detectors 1, 2, and 5 for
GRB170817A between 10 and 50 keV, matching the 100 ms time bins of the SPI-ACS data. The background estimate from Goldstein et al. (2016) is overlaid in red.
Second: the same as the top panel but in the 50–300 keV energy range. Third: the SPI-ACS lightcurve with the energy range starting approximately at 100 keV and
with a high energy limit of least 80 MeV. Bottom: the time-frequency map of GW170817 was obtained by coherently combining LIGO-Hanford and LIGO-
Livingston data. All times here are referenced to the GW170817 trigger time T0

GW.
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Dynamical	ejecta	(~<	10	ms) Post-merger	ejecta	(~<	100	ms)

ν-driven winds from NS merger remnants 3145

Figure 12. Vertical slices of the 3D domain (corresponding to the y = 0 plane), recorded 20 ms after the beginning of the simulation. In the left-hand panel,
we represent the logarithm of the matter density (in g cm−3, left-hand side) and the projected fluid velocity (in units of c, on the right-hand side); the arrows
indicate the direction of the projected velocity in the plane. On the right-hand panel, we represent the electron fraction (left-hand side) and the matter entropy
(in unit of kB baryon−1, right-hand side).

Figure 13. Same as in Fig. 12, but at ≈40 ms after the beginning of the simulation.

The radial velocity in the wind increases from a few times 10−2 c,
just above the disc, to a typical asymptotic expansion velocity of
0.08–0.09 c. This acceleration is caused by the continuous pressure
gradient provided by newly expanding layers of matter.

To characterize the matter properties, we plot in Fig. 15 2D
mass histograms for couples of quantities, namely ρ–Ye (top row),
ρ–s (central row) and Ye–s (bottom row), at three different times
(t = 0, 40, 85 ms). Colour coded is a measure of the amount of matter

experiencing specific thermodynamical conditions inside the whole
system, at a certain time.5

We notice that most of the matter is extremely dense
(ρ > 1011 g cm−3), neutron rich (Ye < 0.1) and, despite the

5 A formal definition of the plotted quantity can be found in section of Bacca
et al. (2012). However, in this work we do not calculate the time average.
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FIG. 2. Profiles of the electron number per baryon, Ye, (left in each panel) and the specific entropy, s, (right in each panel)
in x-y (lower in each panel) and x-z (upper in each panel) planes. The top three panels show the results for SFHo-135-135h
(left), SFHo-130-140h (middle), and SFHo-125-145h (right) at ⇡ 13ms after the onset of the merger. The lower three panels
show the results for DD2-135-135h (left), DD2-130-140h (middle), and DD2-125-145h (right) at ⇡ 10ms after the onset of the
merger.

binaries, the typical ejecta mass would approach 10�2M�
irrespective of the EOS employed. We note that the total
ejecta mass depends only weakly on the grid resolution
as listed in Table I.

As shown in Fig. 1, the ejecta mass increases with time
for the first ⇠ 10ms after the onset of the merger. This is
in particular observed for the SFHo models with q & 0.9
and all the DD2 models. This indicates that we have to
follow the ejecta motion at least for ⇡ 10ms after the
onset of the merger. In a recent simulation of Ref. [13],

they estimated the properties of the ejecta at . 5ms after
the onset of the merger, perhaps because of their small
computational domain employed (L = 750 km). How-
ever, the ejecta mass would still increase with time in
such an early phase. This could be one of the reasons
that our results for the ejecta mass are much larger than
theirs. Figure 1 also shows that the average of Ye still
significantly varies with time for the first ⇠ 5ms after
the onset of the merger. This also shows that it would
be necessary to determine the properties of the ejecta at
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3 R A D I OAC T I V E H E AT I N G

3.1 Network calculations

In this section we present calculations of the radioactive heating of
the ejecta. We use a dynamical r-process network (Martı́nez-Pinedo
2008; Petermann et al. 2008) that includes neutron captures, pho-
todissociations, β-decays, α-decays and fission reactions. The latter
includes contributions from neutron-induced fission, β delayed fis-
sion and spontaneous fission. The neutron capture rates for nuclei
with Z ≤ 83 are obtained from the work of Rauscher & Thielemann
(2000) and are based on two different nuclear mass models: the
Finite Range Droplet Model (FRDM; Möller et al. 1995) and the
Quenched version of the Extended Thomas–Fermi with Strutinsky
Integral (ETFSI-Q) model (Pearson, Nayak & Goriely 1996). For
nuclei with Z > 83 the neutron capture rates and neutron-induced
fission rates are obtained from Panov et al. (2010). β-decay rates
including emission of up to three neutrons after β-decay are from
Möller, Pfeiffer & Kratz (2003). β-delayed fission and spontaneous
fission rates are determined as explained by Martı́nez-Pinedo et al.
(2007). Experimental rates for α and β decay have been obtained
from the NUDAT data base.1 Fission yields for all fission processes
are determined using the statistical code ABLA (Gaimard & Schmidt
1991; Benlliure et al. 1998). All heating is self-consistently added
to the entropy of the fluid following the procedure of Freiburghaus
et al. (1999). The change of temperature during the initial expan-
sion is determined using the Timmes equation of state (Timmes &
Arnett 1999), which is valid below the density ρ ∼ 3 × 1011 g cm−3

at which our calculation begins.
As in the r-process calculations performed by Freiburghaus et al.

(1999), we use a Lagrangian density ρ(t) taken from the NS–NS
merger simulations of Rosswog et al. (1999). In addition to ρ(t), the
initial temperature T , electron fraction Ye and seed nuclei properties
(Ā, Z̄) are specified for a given calculation. We assume an initial
temperature T = 6 × 109 K, although the subsequent r-process heat-
ing is not particularly sensitive to this choice because any initial ther-
mal energy is rapidly lost to P dV work during the initial expansion
before the r-process begins (Meyer 1989; Freiburghaus et al. 1999).
For our fiducial model we also assume Ye = 0.1, Z̄ ≃ 36, Ā ≃ 118
(e.g. Freiburghaus et al. 1999).

Our results for the total radioactive power Ė with time are shown
in Fig. 1. On time-scales of interest the radioactive power can be
divided into two contributions: fission and β-decays, which are
denoted by dashed and dotted lines, respectively. The large heating
rate at very early times is due to the r-process, which ends when
neutrons are exhausted at t ∼ 1 s ∼10−5 d. The heating on longer
time-scales results from the synthesized isotopes decaying back to
stability. On the time-scales of interest for powering EM emission
(tpeak ∼ hours–days; equations3), most of the fission results from
the spontaneous fission of nuclei with A ∼ 230–280. This releases
energy in the form of the kinetic energy of the daughter nuclei and
fast neutrons, with a modest contribution from γ -rays. The other
source of radioactive heating is β-decays of r-process product nuclei
and fission daughters (see Table 1 for examples corresponding to
our fiducial model). In Fig. 1 we also show for comparison the
radioactive power resulting from an identical mass of 56Ni and its
daughter 56Co. Note that (coincidentally) the radioactive power of
the r-process ejecta and 56Ni/56Co are comparable on time-scales
∼1 d.

1http://www.nndc.bnl.gov/nudat2/

Figure 1. Radioactive heating rate per unit mass Ė in NS merger ejecta
due to the decay of r-process material, calculated for the Ye = 0.1 ejecta
trajectory from Rosswog et al. (1999) and Freiburghaus et al. (1999). The
total heating rate is shown with a solid line and is divided into contributions
from β-decays (dotted line) and fission (dashed line). For comparison we
also show the heating rate per unit mass produced by the decay chain
56Ni → 56Co → 56Fe (dot–dashed line). Note that on the ∼day time-scales
of interest for merger transients (t ∼ tpeak; equation 3) fission and β-decays
make similar contributions to the total r-process heating, and that the r-
process and 56Ni heating rates are similar.

Table 1. Properties of the dominant β-decay nuclei at t ∼ 1 d.

Isotope t1/2 Qa ϵb
e ϵc

ν ϵd
γ Eavg e

γ

(h) (MeV) (MeV)

135I 6.57 2.65 0.18 0.18 0.64 1.17
129Sb 4.4 2.38 0.22 0.22 0.55 0.86
128Sb 9.0 4.39 0.14 0.14 0.73 0.66
129Te 1.16 1.47 0.48 0.48 0.04 0.22
132I 2.30 3.58 0.19 0.19 0.62 0.77
135Xe 9.14 1.15 0.38 0.40 0.22 0.26
127Sn 2.1 3.2 0.24 0.23 0.53 0.92
134I 0.88 4.2 0.20 0.19 0.61 0.86
56Nif 146 2.14 0.10 0.10 0.80 0.53

aTotal energy released in the decay.
b,c,dFraction of the decay energy released in electrons, neutrinos and γ -rays.
eAverage photon energy produced in the decay.
f Note: 56Ni is not produced by the r-process and is only shown for compar-
ison [although a small abundance of 56Ni may be produced in accretion disc
outflows from NS–NS/NS–BH mergers (Metzger et al. 2008b)].

In Fig. 2 we show the final abundance distribution from our
fiducial model, which shows the expected strong second and third
r-process peaks at A ∼ 130 and ∼195, respectively. For comparison,
we show the measured Solar system r-process abundances with
points. The computed abundances are rather different to the one
obtained by Freiburghaus et al. (1999) due to an improved treatment
of fission yields and freeze-out effects.

Although we assume Ye = 0.1 in our fiducial model, the ejecta
from NS mergers will possess a range of electron fractions (see
Section 2.1). To explore the sensitivity of our results to the ejecta
composition we have run identical calculations of the radioactive
heating, but varying the electron fraction in the range Ye = 0.05–
0.35. Although in reality portions of the ejecta with different compo-
sitions will undergo different expansion histories, in order to make
a direct comparison we use the same density trajectory ρ(t) as was
described earlier for the Ye = 0.1 case. Fig. 3 shows the heating rate

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 406, 2650–2662
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If	post-merger	ejecta	is	Lanthanide-free	(Ye	>~	0.25)	
=>	low	opacity	=>	“blue	kilonova”
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Figure 9. Spectra of dynamical and post-merger ejecta models at
t = 2, 4, 6, 8, and 10 days after the merger. The orange line shows
the NS merger model APR4-1215 (Hotokezaka et al. 2013a) with
Mej = 0.01M⊙ and the element abundances of Ye = 0.10− 0.40 in
Figure 1. Blue and green lines show the post-merger ejecta models
(power-law density profile with Mej = 0.01M⊙ and vch = 0.05c)
with the element abundances of Ye = 0.30 and 0.25, respectively.

which peaks in near infrared at t = 1− 20 days. On the
other hand, the post-merger ejecta model with Ye = 0.3
has a peak in optical at t ∼< 5 days. As a result, the
post-merger ejecta model with Ye = 0.3 is much brighter
than the dynamical ejecta model in optical, especially in
u, g, and r bands.
The properties of the light curves of the post-merger

ejecta model with Ye = 0.25 are in between the other
two models, as expected from the intermediate opacities.
Therefore, this model has hybrid properties; the optical
brightness is higher than that of dynamical ejecta model
and the near-infrared brightness is not as faint as that of
the post-merger ejecta with Ye = 0.3 (Figure 9).
Our results confirm the presence of “blue kilo-

nova” that was previously suggested based on the
use of iron opacity for the light r-process elements
(Metzger & Fernández 2014; Kasen et al. 2015). For
0.01 M⊙ of Lanthanide-free (Ye = 0.3) ejecta, the optical
brightness reaches the absolute magnitude of M = −14
mag in g and r bands within a few days after the merger.
This corresponds to 21.0 mag and 22.5 mag at 100 Mpc
and 200 Mpc, respectively. Thanks to the relatively blue
color, this emission is detectable with 1m-class and 2m-
class telescopes, respectively.
It should be noted that the observability of blue kilo-

nova from Lanthanide-free post-merger ejecta depends
on the properties of preceding dynamical ejecta as dis-
cussed in Kasen et al. (2015). If Lanthanide-rich dy-
namical ejecta are present in all the direction, the blue
kilonova emission is likely to be absorbed. However,

recent relativistic simulations with neutrino interaction
show that dynamical ejecta can have relatively high Ye
near the polar regions (see, e.g., Sekiguchi et al. 2015;
Radice et al. 2016; Foucart et al. 2016). In such case,
the blue emission from the post-merger ejecta can be
observable from the polar direction without being ab-
sorbed. To test this hypothesis, it is necessary to con-
sistently model the dynamical and post-merger ejecta.
It is also noted that our simulations cannot predict the
emission within ∼ 1 day after the merger due to lack of
the atomic data of more ionized elements. Emission at
such early times can peak at optical or even ultraviolet
wavelengths (Metzger et al. 2015; Gottlieb et al. 2017),
and therefore, it will also be a good target for follow-up
observations especially with small telescopes.

5. SUMMARY

We have newly performed atomic structure calcula-
tions for Se (Z = 34), Ru (Z = 44), Te (Z = 52), Ba
(Z = 56), Nd (Z = 60), and Er (Z = 68) to construct
the atomic data for a wide range of r-process elements.
By using two different atomic codes, we confirmed that
the atomic structure calculations gave uncertainties in
opacities by only a factor of up to about 2. We found
that the opacities from the bound-bound transitions of
open f-shell elements were the highest from ultraviolet to
near-infrared wavelengths, while those of open s-shell, d-
shell, and p-shell elements were lower and concentrated
in ultraviolet and optical wavelengths.
Using our new atomic data, we performed multi-

wavelength radiative transfer simulations to predict a
possible variety of kilonova emission. We found that,
even for the same ejecta mass, the optical brightness
varied by > 2 mag depending on the distribution of
elemental abundances. If the blue emission from the
post-merger, Lanthanide-free ejecta with 0.01 M⊙ is ob-
servable without being absorbed by preceding dynamical
ejecta, the brightness will reach the absolute magnitude
of M = −14 mag in g and r bands within a few days
after the merger. This corresponds to 21.0 mag and 22.5
mag at 100 Mpc and 200 Mpc, which is detectable with
1m-class and 2m-class telescopes, respectively.
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High Performance Computing Center “HPC Sauletekis”
of the Faculty of Physics at Vilnius University. This
research was supported by the NINS program for cross-
disciplinary science study, Inoue Science Research Award
from Inoue Foundation for Science, the RIKEN iTHES
project, a post-K computer project (Priority issue No. 9)
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ν-driven winds from NS merger remnants 3145

Figure 12. Vertical slices of the 3D domain (corresponding to the y = 0 plane), recorded 20 ms after the beginning of the simulation. In the left-hand panel,
we represent the logarithm of the matter density (in g cm−3, left-hand side) and the projected fluid velocity (in units of c, on the right-hand side); the arrows
indicate the direction of the projected velocity in the plane. On the right-hand panel, we represent the electron fraction (left-hand side) and the matter entropy
(in unit of kB baryon−1, right-hand side).

Figure 13. Same as in Fig. 12, but at ≈40 ms after the beginning of the simulation.

The radial velocity in the wind increases from a few times 10−2 c,
just above the disc, to a typical asymptotic expansion velocity of
0.08–0.09 c. This acceleration is caused by the continuous pressure
gradient provided by newly expanding layers of matter.

To characterize the matter properties, we plot in Fig. 15 2D
mass histograms for couples of quantities, namely ρ–Ye (top row),
ρ–s (central row) and Ye–s (bottom row), at three different times
(t = 0, 40, 85 ms). Colour coded is a measure of the amount of matter

experiencing specific thermodynamical conditions inside the whole
system, at a certain time.5

We notice that most of the matter is extremely dense
(ρ > 1011 g cm−3), neutron rich (Ye < 0.1) and, despite the

5 A formal definition of the plotted quantity can be found in section of Bacca
et al. (2012). However, in this work we do not calculate the time average.
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FIG. 2. Profiles of the electron number per baryon, Ye, (left in each panel) and the specific entropy, s, (right in each panel)
in x-y (lower in each panel) and x-z (upper in each panel) planes. The top three panels show the results for SFHo-135-135h
(left), SFHo-130-140h (middle), and SFHo-125-145h (right) at ⇡ 13ms after the onset of the merger. The lower three panels
show the results for DD2-135-135h (left), DD2-130-140h (middle), and DD2-125-145h (right) at ⇡ 10ms after the onset of the
merger.

binaries, the typical ejecta mass would approach 10�2M�
irrespective of the EOS employed. We note that the total
ejecta mass depends only weakly on the grid resolution
as listed in Table I.

As shown in Fig. 1, the ejecta mass increases with time
for the first ⇠ 10ms after the onset of the merger. This is
in particular observed for the SFHo models with q & 0.9
and all the DD2 models. This indicates that we have to
follow the ejecta motion at least for ⇡ 10ms after the
onset of the merger. In a recent simulation of Ref. [13],

they estimated the properties of the ejecta at . 5ms after
the onset of the merger, perhaps because of their small
computational domain employed (L = 750 km). How-
ever, the ejecta mass would still increase with time in
such an early phase. This could be one of the reasons
that our results for the ejecta mass are much larger than
theirs. Figure 1 also shows that the average of Ye still
significantly varies with time for the first ⇠ 5ms after
the onset of the merger. This also shows that it would
be necessary to determine the properties of the ejecta at
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gests a BNS as the source of the gravitational-wave sig-
nal, as the total masses of known BNS systems are be-
tween 2.57M� and 2.88M�, with components between
1.17 and ⇠1.6M� [47]. Neutron stars in general have pre-
cisely measured masses as large as 2.01 ± 0.04M� [48],
whereas stellar-mass black holes found in binaries in our
galaxy have masses substantially greater than the compo-
nents of GW170817 [49–51].

Gravitational-wave observations alone are able to mea-
sure the masses of the two objects and set a lower limit
on their compactness, but the results presented here do not
exclude objects more compact than neutron stars such as
quark stars, black holes or more exotic objects [52–56].
The detection of GRB 170817A and subsequent electro-
magnetic emission demonstrates the presence of matter.
Moreover, although a neutron star–black hole system is not
ruled out, the consistency of the mass estimates with the
dynamically measured masses of known neutron stars in
binaries, and their inconsistency with the masses of known
black holes in galactic binary systems, suggests the source
was composed of two neutron stars.

DATA

At the time of GW170817, the Advanced LIGO detec-
tors and the Advanced Virgo detector were in observing
mode. The maximum distances at which LIGO-Livingston
and LIGO-Hanford could detect a BNS system (SNR = 8),
known as the detector horizon [58–60], were 218 Mpc and
107 Mpc, while for Virgo the horizon was 58 Mpc. The
GEO600 detector [61] was also operating at the time, but
its sensitivity was insufficient to contribute to the analysis
of the inspiral. The configuration of the detectors at the
time of GW170817 is summarized in [29].

A time-frequency representation [57] of the data from
all three detectors around the time of the signal is shown in
Figure 1. The signal is clearly visible in the LIGO-Hanford
and LIGO-Livingston data. The signal is not visible in the
Virgo data due to the lower BNS horizon and the direction
of the source with respect to the detector’s antenna pattern.

Figure 1 illustrates the data as it was analyzed to deter-
mine astrophysical source properties. After data collection,
several independently-measured terrestrial contributions to
the detector noise were subtracted from the LIGO data us-
ing Wiener filtering [66], as described in [67–70]. This
subtraction removed calibration lines and 60 Hz AC power
mains harmonics from both LIGO data streams. The sen-
sitivity of the LIGO-Hanford was particularly improved by
the subtraction of laser pointing noise; several broad peaks
in the 150–800 Hz region were effectively removed, in-
creasing the BNS horizon of that detector by 26%.

Additionally, a short instrumental noise transient ap-
peared in the LIGO-Livingston detector 1.1 s before the
coalescence time of GW170817 as shown in Figure 2.
This transient noise, or glitch [71], produced a very brief

FIG. 1. Time-frequency representations [57] of data containing
the gravitational-wave event GW170817, observed by the LIGO-
Hanford (top), LIGO-Livingston (middle), and Virgo (bottom)
detectors. Times are shown relative to August 17, 2017 12:41:04
UTC. The amplitude scale in each detector is normalized to that
detector’s noise amplitude spectral density. In the LIGO data, in-
dependently observable noise sources and a glitch that occurred
in the LIGO-Livingston detector have been subtracted, as de-
scribed in the text. This noise mitigation is the same as that used
for the results presented in the Source Properties section.

(less than 5 ms) saturation in the digital-to-analog con-
verter of the feedback signal controlling the position of the
test masses. Similar glitches are registered roughly once
every few hours in each of the LIGO detectors with no
temporal correlation between the LIGO sites. Their cause
remains unknown. To mitigate the effect on the results
presented in the Detection section, the search analyses ap-
plied a window function to zero out the data around the
glitch [64, 72], following the treatment of other high am-
plitude glitches used in the O1 analysis [73]. To accurately
determine the properties of GW170817 (as reported in the
Source Properties section) in addition to the noise subtrac-
tion described above, the glitch was modeled with a time-
frequency wavelet reconstruction [65] and subtracted from
the data, as shown in Figure 2.
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The 90% credible intervals(Veitch et al. 2015; Abbott et al.
2017e) for the component masses (in the m m1 2. convention)
are m M1.36, 2.261 Î :( ) and m M0.86, 1.362 Î :( ) , with total
mass M2.82 0.09

0.47
-
+

:, when considering dimensionless spins with

magnitudes up to 0.89 (high-spin prior, hereafter). When the
dimensionless spin prior is restricted to 0.05- (low-spin prior,
hereafter), the measured component masses are m 1.36,1 Î (

M1.60 :) and m M1.17, 1.362 Î :( ) , and the total mass is

Figure 2. Joint, multi-messenger detection of GW170817 and GRB170817A. Top: the summed GBM lightcurve for sodium iodide (NaI) detectors 1, 2, and 5 for
GRB170817A between 10 and 50 keV, matching the 100 ms time bins of the SPI-ACS data. The background estimate from Goldstein et al. (2016) is overlaid in red.
Second: the same as the top panel but in the 50–300 keV energy range. Third: the SPI-ACS lightcurve with the energy range starting approximately at 100 keV and
with a high energy limit of least 80 MeV. Bottom: the time-frequency map of GW170817 was obtained by coherently combining LIGO-Hanford and LIGO-
Livingston data. All times here are referenced to the GW170817 trigger time T0

GW.
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LIGO-Livingston, and Virgo data respectively, making it
the loudest gravitational-wave signal so far detected. Two
matched-filter binary-coalescence searches targeting
sources with total mass between 2 and 500 M⊙ in the
detector frame were used to estimate the significance of this
event [9,12,30,32,73,81–83,86,87,91–97]. The searches
analyzed 5.9 days of LIGO data between August 13,
2017 02∶00 UTC and August 21, 2017 01∶05 UTC.
Events are assigned a detection-statistic value that ranks
their probability of being a gravitational-wave signal. Each
search uses a different method to compute this statistic and
measure the search background—the rate at which detector
noise produces events with a detection-statistic value equal
to or higher than the candidate event.
GW170817 was identified as the most significant event

in the 5.9 days of data, with an estimated false alarm rate of
one in 1.1 × 106 years with one search [81,83], and a
consistent bound of less than one in 8.0 × 104 years for the
other [73,86,87]. The second most significant signal in this
analysis of 5.9 days of data is GW170814, which has a
combined SNR of 18.3 [29]. Virgo data were not used in
these significance estimates, but were used in the sky
localization of the source and inference of the source
properties.

IV. SOURCE PROPERTIES

General relativity makes detailed predictions for the
inspiral and coalescence of two compact objects, which

may be neutron stars or black holes. At early times, for low
orbital and gravitational-wave frequencies, the chirplike
time evolution of the frequency is determined primarily by
a specific combination of the component masses m1 and
m2, the chirp mass M ¼ ðm1m2Þ3=5ðm1 þm2Þ−1=5. As the
orbit shrinks and the gravitational-wave frequency grows
rapidly, the gravitational-wave phase is increasingly influ-
enced by relativistic effects related to the mass ratio
q ¼ m2=m1, where m1 ≥ m2, as well as spin-orbit and
spin-spin couplings [98].
The details of the objects’ internal structure become

important as the orbital separation approaches the size of
the bodies. For neutron stars, the tidal field of the
companion induces a mass-quadrupole moment [99,100]
and accelerates the coalescence [101]. The ratio of the
induced quadrupole moment to the external tidal field is
proportional to the tidal deformability (or polarizability)
Λ ¼ ð2=3Þk2½ðc2=GÞðR=mÞ&5, where k2 is the second Love
number and R is the stellar radius. Both R and k2 are fixed
for a given stellar massm by the equation of state (EOS) for
neutron-star matter, with k2 ≃ 0.05–0.15 for realistic neu-
tron stars [102–104]. Black holes are expected to have
k2 ¼ 0 [99,105–109], so this effect would be absent.
As the gravitational-wave frequency increases, tidal

effects in binary neutron stars increasingly affect the phase
and become significant above fGW ≃ 600 Hz, so they are
potentially observable [103,110–116]. Tidal deformabil-
ities correlate with masses and spins, and our measurements
are sensitive to the accuracy with which we describe
the point-mass, spin, and tidal dynamics [113,117–119].
The point-mass dynamics has been calculated within the
post-Newtonian framework [34,36,37], effective-one-body
formalism [10,120–125], and with a phenomenological
approach [126–131]. Results presented here are obtained
using a frequency domain post-Newtonian waveform
model [30] that includes dynamical effects from tidal
interactions [132], point-mass spin-spin interactions
[34,37,133,134], and couplings between the orbital angular
momentum and the orbit-aligned dimensionless spin com-
ponents of the stars χz [92].
The properties of gravitational-wave sources are inferred

by matching the data with predicted waveforms. We
perform a Bayesian analysis in the frequency range
30–2048 Hz that includes the effects of the 1σ calibration
uncertainties on the received signal [135,136] (< 7% in
amplitude and 3° in phase for the LIGO detectors [137] and
10% and 10° for Virgo at the time of the event). Unless
otherwise specified, bounds on the properties of
GW170817 presented in the text and in Table I are 90%
posterior probability intervals that enclose systematic
differences from currently available waveform models.
To ensure that the applied glitch mitigation procedure

previously discussed in Sec. II (see Fig. 2) did not bias the
estimated parameters, we added simulated signals with
known parameters to data that contained glitches analogous

18h

15h 12h

9h

30°

0°

-30° -30°

0 25 50 75
Mpc

 5°

E

N

FIG. 3. Sky location reconstructed for GW170817 by a rapid
localization algorithm from a Hanford-Livingston (190 deg2,
light blue contours) and Hanford-Livingston-Virgo (31 deg2,
dark blue contours) analysis. A higher latency Hanford-Living-
ston-Virgo analysis improved the localization (28 deg2, green
contours). In the top-right inset panel, the reticle marks the
position of the apparent host galaxy NGC 4993. The bottom-right
panel shows the a posteriori luminosity distance distribution
from the three gravitational-wave localization analyses. The
distance of NGC 4993, assuming the redshift from the NASA/
IPAC Extragalactic Database [89] and standard cosmological
parameters [90], is shown with a vertical line.
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Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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GW170817:	op2cal/infrared	light	curves
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GW170817:	Spectra
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first named ‘SSS17a’ and ‘DLT17ck’, but here we use the official IAU 
designation, AT 2017gfo.

We carried out targeted and wide-field optical/near-infrared imag-
ing observations of several bright galaxies within the reconstructed 
sky localization of the gravitational-wave signal with the Rapid Eye 
Mount (REM) telescope and with the European Southern Observatory 
(ESO) Very Large Telescope (VLT) Survey Telescope (ESO-VST). This 
led to the detection of AT 2017gfo in the REM images of the field of 
NGC 4993, which were obtained 12.8 h after the gravitational-wave/
GRB event. Following the detection of this source, we started an 
imaging and spectroscopic follow-up campaign at optical and near- 
infrared wavelengths. Imaging was carried out with the REM telescope, 
the ESO-VST and the ESO-VLT. A series of spectra was obtained with 
the VLT/X-shooter in the wavelength range 3,200–24,800 Å, with VLT/
FORS2 (Focal Reducer/low-dispersion Spectrograph) in 3,500–9,000 Å 
and with Gemini-S/GMOS in 5,500–9,000 Å (see ref. 20 for GMOS 
reduction and analysis details). Overall, we observed the source with an 
almost daily cadence during the period 17 August 2017 to 3 September 
2017 (about 0.5–17.5 days after the gravitational-wave/GRB trigger; 
details are provided in Methods). We present here the results of the 
observations carried out in August 2017.

As described in the following, the analysis and modelling of the 
spectral characteristics of our dataset, together with their evolution 
with time, result in a good match with the expectations for kilonovae, 
providing the first compelling observational evidence for the existence 
of such elusive transient sources. Details of the observations are pro-
vided in Methods.

We adopted a foreground Milky Way extinction of E(B − V) = 0.1 mag 
and the extinction curve of ref. 21 and used them to correct both 
 magnitudes and spectra (see Methods). The extinction within the host 
galaxy is negligible according to the absence of substantial detection of 
characteristic narrow absorption features associated with its interstellar 
medium. The optical light curve resulting from our data is shown in 
Fig. 1 and the sequence of X-shooter, FORS2 and GMOS spectra is 
shown in Fig. 2. Apart from Milky Way foreground lines, the spectrum 

is otherwise devoid of narrow features that could indicate association 
with NGC 4993. In the slit, which was displaced from the position of 
the transient by 3″–10″ (0.6–2.0 kpc in projection), we detected narrow 
emission lines exhibiting noticeable structure, both spatially and in 
velocity space (receding at 100–250 km s−1 with respect to the systemic 
velocity), which were probably caused by the slit crossing a spiral struc-
ture of the galaxy (see Methods).

The first X-shooter spectrum of the transient shows a bright, blue 
continuum across the entire wavelength coverage—with a maximum 
at about 6,000 Å and total luminosity of 3.2 × 1041 erg s−1—that can be 
fitted with the spectrum of a blackbody of temperature 5,000 ± 200 K 
and a spherical equivalent radius of approximately 8 × 1014 cm. At a 
phase of 1.5 days after the gravitational-wave/GRB trigger, this indi-
cates an expansion velocity of the ejected material of about 0.2c. The 
temperature is considerably lower than that inferred from photometric 
observations about 20 h earlier (about 8,000 K)22, suggesting rapid cool-
ing. On top of this overall blackbody spectral shape are undulations that 
may represent very broad absorption features similar to those predicted 
by merger ejecta simulations16. We refrain from connecting these to the 
expansion velocity because they may be combinations of many lines 
with poorly known properties.

At the second epoch, one day later, when the spectrum covered only 
the optical range, the maximum moved to longer wavelengths, indicat-
ing rapid cooling. At the third epoch, when near-infrared wavelength 
information was again available, the peak shifted further to 11,000 Å 
and the overall spectral shape changed. This indicated that the photo-
sphere was receding, the ejecta was becoming increasingly transparent 
and more absorption lines became visible. The near-infrared part of the 
spectrum evolved in flux and shape much less rapidly than the optical 
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Figure 1 | Multiband optical light curve of AT 2017gfo.  The data shown 
for each filter (see legend) are listed in Extended Data Table 1. Details of 
data acquisition and analysis are reported in Methods. The x axis indicates 
the difference in days between the time at which the observation was 
carried out T and the time of the gravitation-wave event T0. The error 
bars show the 1σ confidence level. The data have not been corrected for 
Galactic reddening.

0

0.5

1.0

1.5

2.0

2.5

Fl
ux

5,000 10,000 15,000 20,000 25,000

Wavelength (Å)

0818

0819

0820

0821

0822

0823

0824

0825

0826

0827

0818

0819

0820

0821

0822

0823

0824

0825

0826

0827

Figure 2 | Time evolution of the AT 2017gfo spectra. VLT/X-shooter, 
VLT/FORS2 and Gemini/GMOS spectra of AT 2017gfo. Details of data 
acquisition and analysis are reported in Methods. For each spectrum, 
the observation epoch is reported on the left (phases with respect to the 
gravitation-wave trigger time are reported in Extended Data Table 2; 
the flux normalization is arbitrary). Spikes and spurious features were 
removed and a filter median of 21 pixels was applied. The shaded areas 
mark the wavelength ranges with very low atmospheric transmission. The 
data have not been corrected for Galactic reddening.
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part and spectrally broad absorption features (∆λ/λ ≈ 0.1–0.2) were 
observed. These rapid changes are not consistent with supernova time 
evolution and are attributed to a kilonova (see Methods and Extended 
Data Fig. 2).

Unlike supernova absorption lines, the identification of kilonova 
atomic species is not secure. The neutron-rich environment of the 
progenitors suggests that r-process nucleosynthesis is the mechanism 
responsible for the elemental composition of the ejecta. Lacking 
line identification, we included various plausible nuclear reaction  
networks in radiation-transfer models of kilonova spectrum forma-
tion. A fraction of the synthesized atoms are radioactive; while decay-
ing they heat the ejecta, which then radiates thermally. All the atomic 
species present in the ejecta have various degrees of excitation and 
ionization and thus absorb from the continuum and cause the forma-
tion of lines. The models that aim at reproducing these lines assume a 
total explosion energy, a density profile and an abundance distribution 
of the ejecta. In kilonovae, it is often envisaged that nucleosynthesis 
takes place in different regions with different neutron excesses and 
ejecta velocities; typically, a post-merger dynamical ejecta region and 
a disk-wind region.

Various models predict different emission components and different 
synthesized masses. Three models with different electron (or proton) 
fractions Ye (see Methods) are presented in ref. 16. We compare our 
spectra with a scenario in which the following three components con-
tribute to the observed spectra (Fig. 3): a lanthanide-rich dynamical 
ejecta region with a proton fraction in the range Ye = 0.1–0.4 and a 
velocity of 0.2c (orange in Fig. 3), and two slow (0.05c) wind regions, 
one with Ye = 0.25 and mixed (lanthanide-free and lanthanide-rich) 
composition (green) and one with Ye = 0.30 that is lanthanide-free 
(blue). Each of these spectra falls short of the observed luminosity by 
a factor of about 2, while other predictions5,15 have a discrepancy of 
an order of magnitude. To investigate the applicability of the model 
to the present, more luminous spectra than predicted previously, we 
have assumed that the ejecta mass involved is larger. By decreasing 
the high-Ye (0.3) wind component to 30% of the value used in the 
original model and increasing both the intermediate-Ye (0.25) wind  

component and the contribution of the dynamical ejecta nucleo-
synthesis by a factor of 2, we obtain a satisfactory representation of 
the first spectrum (Fig. 3).

Although direct rescaling of these models is not in principle correct 
(for larger masses, we expect that the spectrum of each ejecta could 
change), we can estimate that the ejected mass was about 0.03M⊙–
0.05M⊙ and that the high-Ye-wind ejecta (blue line) is considerably 
suppressed, possibly because of the viewing angle pointing away 
from the GRB, a narrow jet angle or both. This also suggests that the 
ejecta has a wide range of Ye values, which may vary as a function of  
latitude.

At each successive epoch, the same components represent the 
observed spectral features in a less satisfactory way. This indicates that 
the set of adopted opacities is not completely adequate, as the cooling 
of the gas is not accompanied by lines of different ionization states, and 
that the radioactive input may also not be accurately known.

Because a short GRB was detected in association with a gravitational- 
wave trigger, we evaluated the expected contribution of the GRB  
afterglow at the epochs of our observations. Nine days after the 
GW170817 trigger, an X-ray source was discovered by the Chandra 
X-ray observatory at a position consistent with the kilonova and 
with a flux of about 4.5 × 10−15 erg cm−2 s−1 in the energy range 
0.3–8 keV. This source could be delayed X-ray afterglow emission 
from GRB170817A produced by an off-beam jet23, which may account 
for the otherwise small probability of having an aligned short-GRB 
jet within such a small volume24. This X-ray emission is consistent 
with different scenarios: a structured jet with an energy per solid 
angle decreasing with the angular distance from the axis, viewed at 
large angles (see, for example, ref. 25), a cocoon accelerated quasi- 
isotropically at mildly relativistic velocities by the jet26,27 or a simple 
uniform jet observed at large angles. All these situations produce an 
optical afterglow much fainter than that of the kilonova (see Methods). 
On the other hand, if we assume that the early (0.45 days after the 
gravitational-wave event) optical flux that we measured is afterglow 
emission, we estimate an X-ray flux of more than 10−12 erg cm−2 s−1 
and a 6-GHz radio flux density of approximately 10 mJy at the same 
epoch. These estimates are not consistent with the absence of X-ray and 
radio detections at the corresponding epochs28,29.

Our long and intensive monitoring and wide range of wavelength 
coverage allowed the unambiguous detection of time-dependent kilo-
nova emission and full sampling of its time evolution. Our obser-
vations not only confirmed the association of the transient with the 
gravitational wave, but, combined with the short-GRB detection, 
also proved beyond doubt that at least some short-duration GRBs 
are indeed associated with compact star mergers. Furthermore, this 
first detection provides important insights into the environment of 
merging neutron stars. The location of the gravitational-wave coun-
terpart is only about 2 kpc (projected distance) away from the centre 
of an early-type galaxy. This offset is typical for short GRBs (see, for 
example, ref. 30) and is consistent with predictions from theoretical 
models of merging neutron stars (see, for example, ref. 31). Moreover, 
the location of the counterpart does not appear to coincide with any 
globular cluster, which suggests a field origin for this neutron-star 
binary or a relatively low-velocity ejection from a globular cluster. The 
nearest possible globular clusters are more than 2.5″ (corresponding 
to 500 pc) away from the source position32. The formation channel 
of this event could be explored with future modelling and simula-
tions. Finally, since this GRB was rather under-energetic (isotropic 
γ-ray output of about 1046 erg) and probably off-axis with respect to 
the line of sight, we conclude that there may be a large number of 
simi lar nearby off-axis short bursts at frequencies lower than those 
of γ-rays that are also gravitational-wave emitter candidates but were 
not followed up. The present event has demonstrated how the search 
of the randomly oriented parent population of short GRBs can be 
made effective by coordinated gravitational interferometry and multi- 
wavelength observations.
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Figure 3 | Kilonova models compared with the AT 2017gfo spectra. 
X-shooter spectra (black line) at the first four epochs and kilonova models: 
dynamical ejecta (Ye = 0.1–0.4, orange), wind region with proton fraction 
Ye = 0.3 (blue) and Ye = 0.25 (green). The red curve represents the sum of 
the three model components.
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part and spectrally broad absorption features (∆λ/λ ≈ 0.1–0.2) were 
observed. These rapid changes are not consistent with supernova time 
evolution and are attributed to a kilonova (see Methods and Extended 
Data Fig. 2).

Unlike supernova absorption lines, the identification of kilonova 
atomic species is not secure. The neutron-rich environment of the 
progenitors suggests that r-process nucleosynthesis is the mechanism 
responsible for the elemental composition of the ejecta. Lacking 
line identification, we included various plausible nuclear reaction  
networks in radiation-transfer models of kilonova spectrum forma-
tion. A fraction of the synthesized atoms are radioactive; while decay-
ing they heat the ejecta, which then radiates thermally. All the atomic 
species present in the ejecta have various degrees of excitation and 
ionization and thus absorb from the continuum and cause the forma-
tion of lines. The models that aim at reproducing these lines assume a 
total explosion energy, a density profile and an abundance distribution 
of the ejecta. In kilonovae, it is often envisaged that nucleosynthesis 
takes place in different regions with different neutron excesses and 
ejecta velocities; typically, a post-merger dynamical ejecta region and 
a disk-wind region.

Various models predict different emission components and different 
synthesized masses. Three models with different electron (or proton) 
fractions Ye (see Methods) are presented in ref. 16. We compare our 
spectra with a scenario in which the following three components con-
tribute to the observed spectra (Fig. 3): a lanthanide-rich dynamical 
ejecta region with a proton fraction in the range Ye = 0.1–0.4 and a 
velocity of 0.2c (orange in Fig. 3), and two slow (0.05c) wind regions, 
one with Ye = 0.25 and mixed (lanthanide-free and lanthanide-rich) 
composition (green) and one with Ye = 0.30 that is lanthanide-free 
(blue). Each of these spectra falls short of the observed luminosity by 
a factor of about 2, while other predictions5,15 have a discrepancy of 
an order of magnitude. To investigate the applicability of the model 
to the present, more luminous spectra than predicted previously, we 
have assumed that the ejecta mass involved is larger. By decreasing 
the high-Ye (0.3) wind component to 30% of the value used in the 
original model and increasing both the intermediate-Ye (0.25) wind  

component and the contribution of the dynamical ejecta nucleo-
synthesis by a factor of 2, we obtain a satisfactory representation of 
the first spectrum (Fig. 3).

Although direct rescaling of these models is not in principle correct 
(for larger masses, we expect that the spectrum of each ejecta could 
change), we can estimate that the ejected mass was about 0.03M⊙–
0.05M⊙ and that the high-Ye-wind ejecta (blue line) is considerably 
suppressed, possibly because of the viewing angle pointing away 
from the GRB, a narrow jet angle or both. This also suggests that the 
ejecta has a wide range of Ye values, which may vary as a function of  
latitude.

At each successive epoch, the same components represent the 
observed spectral features in a less satisfactory way. This indicates that 
the set of adopted opacities is not completely adequate, as the cooling 
of the gas is not accompanied by lines of different ionization states, and 
that the radioactive input may also not be accurately known.

Because a short GRB was detected in association with a gravitational- 
wave trigger, we evaluated the expected contribution of the GRB  
afterglow at the epochs of our observations. Nine days after the 
GW170817 trigger, an X-ray source was discovered by the Chandra 
X-ray observatory at a position consistent with the kilonova and 
with a flux of about 4.5 × 10−15 erg cm−2 s−1 in the energy range 
0.3–8 keV. This source could be delayed X-ray afterglow emission 
from GRB170817A produced by an off-beam jet23, which may account 
for the otherwise small probability of having an aligned short-GRB 
jet within such a small volume24. This X-ray emission is consistent 
with different scenarios: a structured jet with an energy per solid 
angle decreasing with the angular distance from the axis, viewed at 
large angles (see, for example, ref. 25), a cocoon accelerated quasi- 
isotropically at mildly relativistic velocities by the jet26,27 or a simple 
uniform jet observed at large angles. All these situations produce an 
optical afterglow much fainter than that of the kilonova (see Methods). 
On the other hand, if we assume that the early (0.45 days after the 
gravitational-wave event) optical flux that we measured is afterglow 
emission, we estimate an X-ray flux of more than 10−12 erg cm−2 s−1 
and a 6-GHz radio flux density of approximately 10 mJy at the same 
epoch. These estimates are not consistent with the absence of X-ray and 
radio detections at the corresponding epochs28,29.

Our long and intensive monitoring and wide range of wavelength 
coverage allowed the unambiguous detection of time-dependent kilo-
nova emission and full sampling of its time evolution. Our obser-
vations not only confirmed the association of the transient with the 
gravitational wave, but, combined with the short-GRB detection, 
also proved beyond doubt that at least some short-duration GRBs 
are indeed associated with compact star mergers. Furthermore, this 
first detection provides important insights into the environment of 
merging neutron stars. The location of the gravitational-wave coun-
terpart is only about 2 kpc (projected distance) away from the centre 
of an early-type galaxy. This offset is typical for short GRBs (see, for 
example, ref. 30) and is consistent with predictions from theoretical 
models of merging neutron stars (see, for example, ref. 31). Moreover, 
the location of the counterpart does not appear to coincide with any 
globular cluster, which suggests a field origin for this neutron-star 
binary or a relatively low-velocity ejection from a globular cluster. The 
nearest possible globular clusters are more than 2.5″ (corresponding 
to 500 pc) away from the source position32. The formation channel 
of this event could be explored with future modelling and simula-
tions. Finally, since this GRB was rather under-energetic (isotropic 
γ-ray output of about 1046 erg) and probably off-axis with respect to 
the line of sight, we conclude that there may be a large number of 
simi lar nearby off-axis short bursts at frequencies lower than those 
of γ-rays that are also gravitational-wave emitter candidates but were 
not followed up. The present event has demonstrated how the search 
of the randomly oriented parent population of short GRBs can be 
made effective by coordinated gravitational interferometry and multi- 
wavelength observations.
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Figure 3 | Kilonova models compared with the AT 2017gfo spectra. 
X-shooter spectra (black line) at the first four epochs and kilonova models: 
dynamical ejecta (Ye = 0.1–0.4, orange), wind region with proton fraction 
Ye = 0.3 (blue) and Ye = 0.25 (green). The red curve represents the sum of 
the three model components.
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velocity of 0.2c (orange in Fig. 3), and two slow (0.05c) wind regions, 
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composition (green) and one with Ye = 0.30 that is lanthanide-free 
(blue). Each of these spectra falls short of the observed luminosity by 
a factor of about 2, while other predictions5,15 have a discrepancy of 
an order of magnitude. To investigate the applicability of the model 
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0.05M⊙ and that the high-Ye-wind ejecta (blue line) is considerably 
suppressed, possibly because of the viewing angle pointing away 
from the GRB, a narrow jet angle or both. This also suggests that the 
ejecta has a wide range of Ye values, which may vary as a function of  
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At each successive epoch, the same components represent the 
observed spectral features in a less satisfactory way. This indicates that 
the set of adopted opacities is not completely adequate, as the cooling 
of the gas is not accompanied by lines of different ionization states, and 
that the radioactive input may also not be accurately known.
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wave trigger, we evaluated the expected contribution of the GRB  
afterglow at the epochs of our observations. Nine days after the 
GW170817 trigger, an X-ray source was discovered by the Chandra 
X-ray observatory at a position consistent with the kilonova and 
with a flux of about 4.5 × 10−15 erg cm−2 s−1 in the energy range 
0.3–8 keV. This source could be delayed X-ray afterglow emission 
from GRB170817A produced by an off-beam jet23, which may account 
for the otherwise small probability of having an aligned short-GRB 
jet within such a small volume24. This X-ray emission is consistent 
with different scenarios: a structured jet with an energy per solid 
angle decreasing with the angular distance from the axis, viewed at 
large angles (see, for example, ref. 25), a cocoon accelerated quasi- 
isotropically at mildly relativistic velocities by the jet26,27 or a simple 
uniform jet observed at large angles. All these situations produce an 
optical afterglow much fainter than that of the kilonova (see Methods). 
On the other hand, if we assume that the early (0.45 days after the 
gravitational-wave event) optical flux that we measured is afterglow 
emission, we estimate an X-ray flux of more than 10−12 erg cm−2 s−1 
and a 6-GHz radio flux density of approximately 10 mJy at the same 
epoch. These estimates are not consistent with the absence of X-ray and 
radio detections at the corresponding epochs28,29.

Our long and intensive monitoring and wide range of wavelength 
coverage allowed the unambiguous detection of time-dependent kilo-
nova emission and full sampling of its time evolution. Our obser-
vations not only confirmed the association of the transient with the 
gravitational wave, but, combined with the short-GRB detection, 
also proved beyond doubt that at least some short-duration GRBs 
are indeed associated with compact star mergers. Furthermore, this 
first detection provides important insights into the environment of 
merging neutron stars. The location of the gravitational-wave coun-
terpart is only about 2 kpc (projected distance) away from the centre 
of an early-type galaxy. This offset is typical for short GRBs (see, for 
example, ref. 30) and is consistent with predictions from theoretical 
models of merging neutron stars (see, for example, ref. 31). Moreover, 
the location of the counterpart does not appear to coincide with any 
globular cluster, which suggests a field origin for this neutron-star 
binary or a relatively low-velocity ejection from a globular cluster. The 
nearest possible globular clusters are more than 2.5″ (corresponding 
to 500 pc) away from the source position32. The formation channel 
of this event could be explored with future modelling and simula-
tions. Finally, since this GRB was rather under-energetic (isotropic 
γ-ray output of about 1046 erg) and probably off-axis with respect to 
the line of sight, we conclude that there may be a large number of 
simi lar nearby off-axis short bursts at frequencies lower than those 
of γ-rays that are also gravitational-wave emitter candidates but were 
not followed up. The present event has demonstrated how the search 
of the randomly oriented parent population of short GRBs can be 
made effective by coordinated gravitational interferometry and multi- 
wavelength observations.
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Figure 3 | Kilonova models compared with the AT 2017gfo spectra. 
X-shooter spectra (black line) at the first four epochs and kilonova models: 
dynamical ejecta (Ye = 0.1–0.4, orange), wind region with proton fraction 
Ye = 0.3 (blue) and Ye = 0.25 (green). The red curve represents the sum of 
the three model components.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

Presence	of	blue	component

Pian+17

Red

Blue

Kasen+17,	Metzger	17,	MT+17

Figure 1: Bolometric light curve of the op-
tical/infrared counterpart of GW170817 (blue
squares) from multi-band photometry (Cow-
perthwaite et al., 2017) compared to the fiducial
model of Metzger et al. (2010) (red line; their
Fig. 4) for “kilonova” emission powered by the
radioactive decay of 10�2M� of r-process mat-
ter expanding at v = 0.1 c, assuming complete
thermalization of the radioactive decay prod-
ucts. Shown above for comparison is a line
with the approximate power-law decay / t�1.3

for r-process heating (Metzger et al., 2010; Ho-
tokezaka et al., 2017). The true ejecta mass
required to explain the data exceeds 0.01M�
by a factor of several (Table 1) because the ac-
tual thermalization e�ciency is less than unity
(Barnes et al., 2016; Rosswog et al., 2017). The
observed color evolution of the transient from
optical to near-infrared wavelengths can also
only be understood by accounting for the details
of the ejecta structure and the di↵erent opaci-
ties of light and heavy r-process nuclei (§2.2 for
details).

Smartt et al. 2017; Shappee et al. 2017), X-ray (Troja et al., 2017; Margutti et al., 2017; Haggard et al.,
2017; Fong et al., 2017), gamma-ray (e.g. Goldstein et al. 2017; Savchenko et al. 2017; LIGO Scientific
Collaboration et al. 2017b; Verrechia et al. 2017), and even neutrinos (ANTARES et al. 2017). The full
range of observational references are summarized in LIGO Scientific Collaboration et al. (2017a).

Often in astronomy, hints of the underlying truth about a phenomenon build up only gradually as the
capabilities of telescopes incrementally improve; and even once a consensus opinion is reached, it is often
the product of several pieces of indirect evidence. GW170817 represents a sharp departure from this
rule, as LIGO/Virgo transported us, in one quantum leap, directly from the dark into the light (the “Big
Reveal”), albeit a leap that theorists had long anticipated and given unusually extensive consideration to,
despite the lack of observational guidance. As information on the discovery percolated in, I was overtaken
by the degree to which the optical and infrared transient being observed agreed with those predicted by
myself and colleagues, such as work I led in 2010 (Fig. 1). Seeing Nature agree so well with our basic
ideas is a triumph for astrophysics theory.

Given the slew of observational and interpretation papers appearing on this topic over just a few days,
I thought it useful to review briefly, in one place, theoretical models for the EM counterparts of binary NS
mergers in the context of the GW170817 discovery. I start by describing the thermal kilonova emission
coming from the mildly-relativistic merger ejecta (§2) and then discuss non-thermal emission from the
ultra-relativistic gamma-ray burst (GRB) jet (§3). Figure 2 summarizes a reasonable guess for the origin
of the di↵erent EM counterparts observed following GW170817. In §4, I draw major take-away lessons
from the first binary NS merger, and use them to motivate new questions for scrutiny as the sample of
EM/GW events grows over the next several years. Many of the interpretations presented result from
interaction with the observational groups in which I collaborated, particularly the Dark Energy Camera
(DECam) group, and I encourage the reader to consult these works for in-depth analysis of these data.

2 Kilonovae and the Origin of the Heaviest Elements

The optical/infrared transient following GW170817 is fully consistent with being powered by the ra-
dioactive decay of nuclei synthesized in the NS merger ejecta. Here, I review the history of models for
the r-process in binary NS mergers and the expected sources of mass ejection in these events based on
numerical simulations (§2.1). I then describe the historical development of kilonova models (§2.2) in
the context of their expected timescales, luminosities and colors; particular emphasis is placed on the
distinction between the emission from ejecta containing light versus heavy r-process nuclei. Within this
framework, in §2.3 I summarize our interpretation for the kilonova from GW170817, and the resulting
implications for the fate of the merger remnant and the properties of NSs more broadly.

2.1 Mass Ejection in Binary NS Mergers and the r-Process

Roughly 60 years ago, Burbidge et al. (1957) and Cameron (1957) recognized that approximately half
of the elements in the Galaxy heavier than iron must have been produced in an environment in which
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simulations for dynamic NSNS ejecta, for other cases we use a parametrized treatment with 
numerical values based on existing hydrodynamic studies.

2.1. NSNS merger simulations

The NSNS simulations of this paper make use of the Smooth Particle Hydrodynamics (SPH) 
method, see [72–75] for recent reviews. Our code is an updated version of the one that was 
used in earlier studies [11, 76–78]. We solve the Newtonian, ideal hydrodynamics equa-
tions for each particle a:
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Figure 2. Summary of various rate constraints. The lines from the upper left to lower 
right indicate the typical ejecta mass required to explain all r-process/all r-process with 
A  >  80/all r-process with A  >  130 for a given event rate (lower panel per year and 
Milky Way-type galaxy, upper panel per year and Gpc3). Also marked is the compiled 
rate range from Abadie et al (2010) for both double neutron stars and neutron star black 
hole systems and (expected) LIGO upper limits for O1 to O3 (Abbott et al 2016b). 
The dynamic ejecta results from some hydrodynamic simulations are also indicated: 
the double arrow denoted ‘nsns Bauswein  +  13’ indicates the ejecta mass range found 
in [23], ‘nsns Rosswog 13’ refers to [24], ‘nsns Hotokezaka  +  13’ to [25], ‘nsbh 
Foucart  +  14’ to [26] and ‘nsbh Kyutoku  +  13’ to [27].
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site. More recent works focus on the late chemical evolution in the Milky Way. The ratio of r-process
elements to Fe, [Eu/Fe], declines for [Fe/H]> �1, where [X/Y] = log10(NX/NY)� log10(NX/NY)�,
NX is the abundance of an element X, and � refers to the solar value. It has been questioned
whether such a behavior is consistent with the expected merger history in the Milky Way (Côté
et al., 2016; Komiya & Shigeyama, 2016).

Our goal in this article is twofold. First we summarize the cumulative evidences supporting
that r-process nucleosynthesis takes place in rare events in which a significant amount of r-process
elements are produced in each event. Using the rate and mass ejection per event inferred from
these measurements, we test the neutron star merger scenario for the origin of r-process elements in
the cosmos. This evidence clearly rules out the normal cc-SNe scenario. Moreover, the rate agrees
with merger estimates from galactic binary neutron stars, from sGRBs, and from GW170817. At
the same time the amount of matter is consistent with the kilonova/macronova, AT2017gfo, and
the candidates associated with cosmological sGRBs. Second, we turn to the Galactic chemical
evolution of r-process elements at later times [Fe/H]& �1 and discuss whether the neutron star
merger scenario can consistently explain the observed distribution of [Eu/Fe].

2 r-process production rate, sGRBs, and GW170817
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Figure 1: The solar abundance pattern of r-process elements (left) and its cumulative abundance
(right). The solar r-process abundance pattern is taken from Goriely (1999); Lodders (2003).

Before discussing details, we describe here the r-process abundance pattern. Figure 1 shows the
solar abundance pattern of r-process elements taken from (Goriely, 1999; Lodders, 2003). There are
three peaks. For the solar abundance pattern, most of the mass of r-process elements (⇠ 80%) is
around the first peak. However, the abundance ratio of the first peak to the second peak of extreme
metal poor stars, of which the abundance pattern likely reflects a single nucleosynthesis event, is
often di↵erent from that of the solar pattern. Some of these stars exhibit abundance patterns beyond
the second peak (heavy r-process) that are similar to the solar pattern. However, they don’t contain
similar amounts of the first peak elements as compared with expectations from the solar abundance
pattern (e.g. Sneden et al. 2008 and references therein). At the same time, there are stars that
contain a substantial amount of the first peak elements but do not show a significant enrichment of
heavy r-process elements (e.g. Honda et al. 2006). This suggests that the ratio between “heavy” and
“light” r-process abundances varies among events or there may be di↵erent kinds of astrophysical
phenomena producing “light” and “heavy” r-process elements. For instance, electron capture and
cc-SNe could produce a su�cient amount of “light” r-process elements (e.g. Roberts et al. 2010;
Wanajo et al. 2011). Therefore, it is important to keep in mind that it is unclear what the minimal
atomic mass number of elements produced by r-process events is.

Since rate estimates of r-process events are sensitive to the minimal atomic mass number as-
sumed, we consider here two scenarios in which an astrophysical phenomenon predominantly pro-
duces (i) all the r-process elements (Amin = 69) and (ii) only heavy r-process elements (Amin = 90).
The mass fractions of the lanthanides out of the total r-process elements for these two cases are
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Figure 1: The solar abundance pattern of r-process elements (left) and its cumulative abundance
(right). The solar r-process abundance pattern is taken from Goriely (1999); Lodders (2003).

Before discussing details, we describe here the r-process abundance pattern. Figure 1 shows the
solar abundance pattern of r-process elements taken from (Goriely, 1999; Lodders, 2003). There are
three peaks. For the solar abundance pattern, most of the mass of r-process elements (⇠ 80%) is
around the first peak. However, the abundance ratio of the first peak to the second peak of extreme
metal poor stars, of which the abundance pattern likely reflects a single nucleosynthesis event, is
often di↵erent from that of the solar pattern. Some of these stars exhibit abundance patterns beyond
the second peak (heavy r-process) that are similar to the solar pattern. However, they don’t contain
similar amounts of the first peak elements as compared with expectations from the solar abundance
pattern (e.g. Sneden et al. 2008 and references therein). At the same time, there are stars that
contain a substantial amount of the first peak elements but do not show a significant enrichment of
heavy r-process elements (e.g. Honda et al. 2006). This suggests that the ratio between “heavy” and
“light” r-process abundances varies among events or there may be di↵erent kinds of astrophysical
phenomena producing “light” and “heavy” r-process elements. For instance, electron capture and
cc-SNe could produce a su�cient amount of “light” r-process elements (e.g. Roberts et al. 2010;
Wanajo et al. 2011). Therefore, it is important to keep in mind that it is unclear what the minimal
atomic mass number of elements produced by r-process events is.

Since rate estimates of r-process events are sensitive to the minimal atomic mass number as-
sumed, we consider here two scenarios in which an astrophysical phenomenon predominantly pro-
duces (i) all the r-process elements (Amin = 69) and (ii) only heavy r-process elements (Amin = 90).
The mass fractions of the lanthanides out of the total r-process elements for these two cases are
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•Neutron	star	mergers	and	kilonova	

• GW170817/AT2017gfo	

• Open	issues

Kilonova	
Observa2ons	and	Modeling	of	GW170817/AT2017gfo



1.	Mass	ejec2on	

• Origins	of	red/blue	components?	

• Uncertainty	in	es>mated	masses?	

2.	Abundance	parern	

• Similar	to	solar	abundances?  
(Produce	1st	peak?	3rd	peak?)	

• How	to	iden>fy	spectral	features?

Open	ques2ons	(only	a	part)



Red	kilonova

Blue	kilonova	 <=	post-merger	ejecta	
					v	~	0.05-0.1c	
					M	~>	0.01	Msun

<=	dynamical	ejecta	
					v	~	0.1-0.2c	
					M	~<	0.01	Msun

v	~	0.25c	
M	~	0.02	Msun

v	~	0.1	c	
M	~	0.03	Msun

Tension	between	observa2ons	and	theory?		
		Blue	kilonova:	too	fast	as	post-merger	ejecta	
		Red	kilonova:	too	massive	as	dynamical	ejecta

See	e.g.,	Metzger+18,	 
Waxman+18



Mass	es2mate:	how	accurate??
Nuclear	physics

15

the observed value of J0453  +  1559 is q  =  0.75 [124] and the recently discovered PSR 
J1913  +  1102 could have an even lower mass ratio [125]. The left panel of figure 9 shows the 
results for the macronova model 1, the middle panel shows MNmodel2 with the FRDM mass 
formula and the right panel refers to MNmodel2 with DZ31. The general trends with a fainter 
and faster lightcurve in the bluer bands is apparent, while the near-infrared (NIR) lightcurves 
can stay bright for several weeks. We typically have  −11.5 at peak in the g band versus  −13.8 
in the K band. The MNmodel2 results are about 0.7 magnitudes brighter at peak, but decay 
faster at later times. Both effects are mainly due to the time variation of the thermalization effi-
ciency, see figure 8. As expected from the enhanced net heating rate at late times (see figure 7) 
the DZ31 mass model yields peak magnitudes that are another 0.8 magnitudes brighter than 
for the FRDM case. At the same time, both runs using MNmodel2 are significantly redder in 
the optical, being about one magnitude fainter at peak in the g band. Additionally, their g-band 
lightcurves peak much earlier—only half a day after the merger versus about three days for 
MNmodel1.

Figure 10 shows the predictions for run B3 (1.2 ⊙M  NS and a 7.0 ⊙M  BH with a dimen-
sionless spin parameter χ = 0.9). The BH mass of 7 ⊙M  is close to the expected peak of the 
BH mass distribution [126], but the spin is admittedly high. However, if we are interested in 
NSBH systems that are able to launch a short GRB, we need a large BH spin (χ≈ 0.9 ) in the 

Figure 7. Left: Comparison of the total nuclear energy generation rates between the 
network of Winteler et  al (2012) and Mendoza-Temis et  al (2015), both using the 
FRDM mass model. The overall agreement between both networks is good over many 
orders of magnitude. Right: Net nuclear heating rates for the FRDM and DZ31 nuclear 
mass model (all runs N1–N5 and B1–B3; Mendoza-Temis et al network). The DZ31 
models yields consistently larger heating rates at late times (t  >  1 d).

Figure 8. Thermalization efficiencies for the different nuclear mass models.

S Rosswog et alClass. Quantum Grav. 34 (2017) 104001

Rosswog+17

Duflo	&	Zucker

Figure 15 compares f ttot ( ) for the three cases studied. In the top
panel, we show f ttot ( ) and the contributions from each decay
product, determined using energy-generation rates from the DZ31
nuclear mass model abundances, for which a-decay dominates the
energy production at late times. The middle panel shows an
analogous calculation for the FRDM model with =Y 0.25e,0 ,
which has negligible late-time a-decay. In the bottom panel, we
compare f ttot ( ) for these models with the fiducial FRDM model.
The greater role ofa-decay in the DZ31 model increases f ttot ( ) by
a factor of 21.5, mainly due to the fact that less energy is lost in
neutrinos and g-rays, which thermalize very inefficiently. In the
fiducial composition a-decay and fission produce only a small
fraction of the energy, so the effect of increasing Ye,0 is modest. A
stronger effect might be seen for DZ31, which produces more
translead nuclei when Ye,0 is low, and is therefore more likely to
experience dramatic decreases in translead production when the
initial electron fraction rises.

6. EFFECT ON KILONOVA LIGHT CURVES

To determine the effect of thermalization on kilonova
observables, we incorporated our results for f ttot ( ) into the
time-dependent Monte Carlo radiation transport code Sedona
(Kasen et al. 2006), and carried out light curve calculations.
The calculations here resemble those of Barnes & Kasen
(2013), but include thermalization effects.

6.1. Analytic Fit to Thermalization Efficiency

For easy inclusion of thermalization in light curve simula-
tions, we propose a simple analytic formula for f ttot ( ), which
provides a good fit to our detailed numerical calculations,

⎡
⎣⎢

⎤
⎦⎥= - +

+
f t at

bt
bt

0.36 exp
ln 1 2

2
, 34

d

dtot ( ) ( ) ( ) ( )

where a, b, and d are fitting constants. The parameterized form
of Equation (34) is motivated by our approximate analytic
solutions for f (t) (Equations (32) and (33)), with slight
modifications to improve the quality of the fit and account
for energy lost to neutrinos. Table 1 gives the best-fit
parameters for all the ejecta models considered for energy-
generation rates of the FRDM nuclear mass model. A
comparison of Equation (34) to numerical results is presented
in Figure 16. For simplicity, Figure 16 shows results only for
random magnetic fields. However, our model provides an
equally good fit for radial and toroidal fields.
We found that, in the case of the FRDM mass model,

compositions from high-Ye,0 ejecta have thermalization profiles
similar to compositions from initially neutron-rich ejecta. This
suggests that our thermalization models may be appropriate for
material ejected dynamically and from disk winds, regardless
of the initial electron fraction. However, we note that the
insensitivity of f ttot ( ) to Ye,0 may not be as robust for other
nuclear mass models. The effect of Ye,0 may be particularly
pronounced for the DZ31 model, which produces large
amounts of translead nuclei, and therefore predicts significant
a-decay. Changes in Ye,0 could inhibit the production of these
nuclei, decrease the role of a-decay, and thus alter thermaliza-
tion efficiency. The effect on f ttot ( ) would be much stronger
than for the FRDM model, which does not produce many
translead nuclei even for favorable Y .e,0

6.2. Light Curves

The net thermalization efficiency, f ttot ( ), has a significant
impact on kilonova luminosity. Figure 17 compares bolometric
light curves calculated using our derived f ttot ( ) to those
assuming 100% thermalization. We also show results for a
treatment which propagates g-rays, but assumes charged
particle energy thermalizes instantly. This was the method
used to estimate f ttot ( ) in earlier Sedona kilonova simula-
tions, including Barnes & Kasen (2013).5 (A similar simpli-
fication was invoked in the discussion of net heating by
Hotokezaka et al. 2016.) For all radiation transport simulations,

Figure 15. Effect of nuclear physics inputs on total thermalization efficiency.
Top and middle panels: f (t) (fiducial Mej, vej; random fields) convolved with
fractional energy-generation rates for the DZ31 nuclear mass model (top panel)
and a high-Ye,0 FRDM trajectory (middle panel). Solid lines show the fraction
of emitted energy thermalized by each particle as a function of time, and f ttot ( )
is plotted in black dashed lines. Bottom panel: the range of f ttot ( ) expected for
each of the cases shown in the top two panels. We plot f ttot ( ) for the low-Ye,0
FRDM composition in black for comparison. The widths of the curves are due
to the range of possible magnetic field configurations.

5 Sedonaʼs original treatment of thermalization assumed that b-decay
generated 90% of the r-process decay energy, with fission accounting for the
other 10%. Of the b-decay energy, 25% was taken to be lost to neutrinos, and
the remaining 75% was split evenly between b-particles and g -rays. The
energy from b-particles and fission fragments was thermalized promptly, while
the energy from g -rays was converted into 1 MeV photons, which were
propagated through the ejecta in a Monte Carlo transport scheme.
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Energy	deposi2on	rate	
might	differ	up	to	by	a	factor	5?



Mul2-D	interplay	of	mul2ple	ejecta By	Kyohei	Kawaguchi

Photons	from	post-merger	ejecta	
can	interact	with	dynamical	ejecta

Separated	blue	+	red	components

See	also	Kasen+15



1.	Mass	ejec2on	

• Origins	of	red/blue	components?	

• Uncertainty	in	es>mated	masses?	

2.	Abundance	parern	

• Similar	to	solar	abundances?  
(Produce	1st	peak?	3rd	peak?)	

• How	to	iden>fy	spectral	features?

Open	ques2ons	(only	a	part)



site. More recent works focus on the late chemical evolution in the Milky Way. The ratio of r-process
elements to Fe, [Eu/Fe], declines for [Fe/H]> �1, where [X/Y] = log10(NX/NY)� log10(NX/NY)�,
NX is the abundance of an element X, and � refers to the solar value. It has been questioned
whether such a behavior is consistent with the expected merger history in the Milky Way (Côté
et al., 2016; Komiya & Shigeyama, 2016).

Our goal in this article is twofold. First we summarize the cumulative evidences supporting
that r-process nucleosynthesis takes place in rare events in which a significant amount of r-process
elements are produced in each event. Using the rate and mass ejection per event inferred from
these measurements, we test the neutron star merger scenario for the origin of r-process elements in
the cosmos. This evidence clearly rules out the normal cc-SNe scenario. Moreover, the rate agrees
with merger estimates from galactic binary neutron stars, from sGRBs, and from GW170817. At
the same time the amount of matter is consistent with the kilonova/macronova, AT2017gfo, and
the candidates associated with cosmological sGRBs. Second, we turn to the Galactic chemical
evolution of r-process elements at later times [Fe/H]& �1 and discuss whether the neutron star
merger scenario can consistently explain the observed distribution of [Eu/Fe].

2 r-process production rate, sGRBs, and GW170817
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Figure 1: The solar abundance pattern of r-process elements (left) and its cumulative abundance
(right). The solar r-process abundance pattern is taken from Goriely (1999); Lodders (2003).

Before discussing details, we describe here the r-process abundance pattern. Figure 1 shows the
solar abundance pattern of r-process elements taken from (Goriely, 1999; Lodders, 2003). There are
three peaks. For the solar abundance pattern, most of the mass of r-process elements (⇠ 80%) is
around the first peak. However, the abundance ratio of the first peak to the second peak of extreme
metal poor stars, of which the abundance pattern likely reflects a single nucleosynthesis event, is
often di↵erent from that of the solar pattern. Some of these stars exhibit abundance patterns beyond
the second peak (heavy r-process) that are similar to the solar pattern. However, they don’t contain
similar amounts of the first peak elements as compared with expectations from the solar abundance
pattern (e.g. Sneden et al. 2008 and references therein). At the same time, there are stars that
contain a substantial amount of the first peak elements but do not show a significant enrichment of
heavy r-process elements (e.g. Honda et al. 2006). This suggests that the ratio between “heavy” and
“light” r-process abundances varies among events or there may be di↵erent kinds of astrophysical
phenomena producing “light” and “heavy” r-process elements. For instance, electron capture and
cc-SNe could produce a su�cient amount of “light” r-process elements (e.g. Roberts et al. 2010;
Wanajo et al. 2011). Therefore, it is important to keep in mind that it is unclear what the minimal
atomic mass number of elements produced by r-process events is.

Since rate estimates of r-process events are sensitive to the minimal atomic mass number as-
sumed, we consider here two scenarios in which an astrophysical phenomenon predominantly pro-
duces (i) all the r-process elements (Amin = 69) and (ii) only heavy r-process elements (Amin = 90).
The mass fractions of the lanthanides out of the total r-process elements for these two cases are
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Figure 1: The solar abundance pattern of r-process elements (left) and its cumulative abundance
(right). The solar r-process abundance pattern is taken from Goriely (1999); Lodders (2003).

Before discussing details, we describe here the r-process abundance pattern. Figure 1 shows the
solar abundance pattern of r-process elements taken from (Goriely, 1999; Lodders, 2003). There are
three peaks. For the solar abundance pattern, most of the mass of r-process elements (⇠ 80%) is
around the first peak. However, the abundance ratio of the first peak to the second peak of extreme
metal poor stars, of which the abundance pattern likely reflects a single nucleosynthesis event, is
often di↵erent from that of the solar pattern. Some of these stars exhibit abundance patterns beyond
the second peak (heavy r-process) that are similar to the solar pattern. However, they don’t contain
similar amounts of the first peak elements as compared with expectations from the solar abundance
pattern (e.g. Sneden et al. 2008 and references therein). At the same time, there are stars that
contain a substantial amount of the first peak elements but do not show a significant enrichment of
heavy r-process elements (e.g. Honda et al. 2006). This suggests that the ratio between “heavy” and
“light” r-process abundances varies among events or there may be di↵erent kinds of astrophysical
phenomena producing “light” and “heavy” r-process elements. For instance, electron capture and
cc-SNe could produce a su�cient amount of “light” r-process elements (e.g. Roberts et al. 2010;
Wanajo et al. 2011). Therefore, it is important to keep in mind that it is unclear what the minimal
atomic mass number of elements produced by r-process events is.

Since rate estimates of r-process events are sensitive to the minimal atomic mass number as-
sumed, we consider here two scenarios in which an astrophysical phenomenon predominantly pro-
duces (i) all the r-process elements (Amin = 69) and (ii) only heavy r-process elements (Amin = 90).
The mass fractions of the lanthanides out of the total r-process elements for these two cases are
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Not	clear	whether	GW170817	
produced	solar	ra2os	

Observa2onal	signatures	
-	some	lanthanides		
-	some	lighter	elements



and the expected spectral peak at optical wavelengths for
material dominated by iron-peak opacities was regarded as a
“smoking gun” of r-process nucleosynthesis. The models of
Tanaka & Hotokezaka (2013) have some roughly similar
features, although their spectra are much broader and smoother
than in our data and show a much larger drop in flux from 1.0
to 1.6 μm than the data, which may reflect limitations of the
NIR line list used in that work.

We note that independent sets of kilonova models (Tanaka
et al. 2017; Wollaeger et al. 2017), based on new atomic
structure calculations, also reproduce the shift of the observed
flux to the NIR when there are high concentrations of
lanthanides. The agreement between various codes about this
general trend gives us confidence that this signature of the
opacities of r-process elements is robust. However, inspection
of the figures in those works reveals no clear matches to the
spectral sequence as close as the ones we present here. The
detailed results of those calculations depend on the assumptions
about the masses and compositions of different merger ejecta
components. It is unclear at this point whether these detailed
spectral differences from different codes represent alternative
assumptions about the parameters of the neutron star merger
ejecta, or differences in the treatment of opacities across the
lanthanide series.

3.2. Sensitivity to Parameters

We take the excellent agreement between model and data
shown in Figure 2 as a sign that the parameters and the models
are at least roughly correct, so now we examine the sensitivity
of the model output to the parameter values that we have
selected. In the three panels of Figure 3, we vary each of the
three main parameters in sequence, while holding the other two
fixed. Each of the model spectra also includes a small amount
of flux from the same assumed blue kilonova component (not

shown, but parameters are discussed below) that contributes a
small amount of flux below 1 μm.
In the top panel, we start by varying the ejecta mass. As we

lower the mass, the overall flux goes down, as expected.
However, the spectra are not simply related by a flux
normalization factor. The total mass in the ejecta also affects
the diffusion timescale, and hence the location of the photo-
sphere within the ejecta. This, in turn, results in variations in
the amount of line blending that shift the wavelengths of the
spectral peaks. Most notably, the 1.07 μm peak shifts redward
at lower ejecta mass.
The ejecta velocity also affects the degree of line blending

and smoothness of the spectra. In the middle panel of Figure 3,
it is clear that raising the ejecta velocity rounds the tops of the
spectral peaks; at v=0.2c, the features between 1.1 and
1.3 μm are unacceptably washed out relative to the data. We
note that some simulations of the tidal dynamical ejecta find
even higher ejecta velocities than this (e.g., Bauswein
et al. 2013). At the other extreme, lowering the ejection
velocity results in the major peaks breaking up into a forest of
smaller peaks. The v=0.03c spectrum presented in this panel
shows several of these features starting to develop. Although it
is not plotted, by 7.5 days these narrower peaks are predicted to
become even more dominant, in contradiction to the smooth
broad peaks that we see at that time (Figure 1). This is relevant
because models invoking strong accretion disk winds (e.g.,
Kasen et al. 2015; Siegel & Metzger 2017) predict a range of
ejection velocities from 0.03 to 0.1c. We do not see narrow
features expected from material moving as slowly as v=0.03c
at any epoch. If the red kilonova ejecta result from a disk wind,
they must be accelerated above this value by, for example,
stronger magnetic fields than those previously considered.
Finally, the most important question for the purposes of

r-process nucleosynthesis involves constraining the chemical
abundances of the dominant emission component. In the
bottom panel of Figure 3, we have adjusted the fractional

Figure 2. The fiducial red kilonova model provides an excellent fit by itself to the day +4.5 NIR spectrum, with no adjustments to the flux scale. The data are in black
and the model is in red, with the values of the three main parameters listed in the figure.
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Possible	element	features	
In	the	spectra??	
=>	Not	very	conclusive	
					(lack	of	atomic	data!)
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Figure 4 | Models demonstrating how kilonova spectral features probe 
the abundance of individual r-process elements. The spectral peaks in 
the models are due to blends of many lines, primarily those of the complex 
lanthanides species. The default model shown (parameters M =  0.04M⊙, 
vk =  0.15c, Xlan =  10−1.5) uses a solar distribution of lanthanides, and has 
spectral peaks near 1.1 µ m, 1.5 µ m and 2.0 µ m (marked with dashed lines). 

These features are mainly attributable to neodymium (Z =  60) given that 
reducing or removing this species changes the feature locations. However, 
other lanthanides such as cerium (Z =  58) also affect the blended peaks. 
Uncertainties in the current atomic line data sources limit hinder spectral 
analysis, but with improved atomic inputs a more detailed compositional 
breakdown is within reach.
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open	s	shell	
(l=1)

open	p-shell	
(l=2)

open	d-shell	
	(l=3)

open	f	shell	
(l=4)

Kasen+13:	Sn	II,	Ce	II-III,	Nd	I-IV,	Os	II
Fontes+17:	Ce	I-IV,	Nd	I-IV,	Sm	I-IV,	U	I-IV

MT+17:	Se	I-III,	Ru	I-III,	Te	I-III,	Nd	I-III,	Er	I-III

1st	peak

2nd	peak

3rd	peak

Wollaeger+17:	Se,	Br,	Zr,	Pd,	Te

Kasen+17:	all	lanthanides

Atomic	calcula2ons



Calcula2ons	of	energy	levels	
(Nd	II,	Z	=	60)
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Figure 2. The excitation energy of the lowest energy levels for each electron configuration. Black circles show HULLAC calculations
while blue, green, and orange circles show GRASP2K calculations with different strategies. The data from NIST database are shown in
open squares for comparison.
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Figure 3. Line expansion opacities of Se, Ru, Te (left), Nd, and Er (right) calculated by using the HULLAC results. The calculations
assume ρ = 1× 10−13 g cm−3, T = 5, 000 K, and t = 1 day after the merger. The results are compared with the line expansion opacities
of Si and Fe calculated with Kurucz’s line list.

The opacities from the two atomic code agree reason-
ably well. Figure 4 shows the line expansion opacities of
Nd ii, Nd iii, Er ii, and Er iii. As expected from the
good agreement in the energy level (Figure 2), the opac-
ities from HULLAC and GRASP2K are almost indistin-
guishable for Nd ii, Nd iii and Er iii. For the Er ii ion,
GRASP2K calculations provides the better agreement in
the energy level than HULLAC calculations (Figure 2).
We find that the impact of this difference is by a factor

of about 2 in the opacity at optical and near infrared
wavelengths.
Why Er III opacity is low at near infrared??

Difference in the number of included figuration??
Finally we calculate the opacities for mixture of ele-

ments. We use the HULLAC results which cover more
elements and ionization stages. Since we have atomic
structure calculations for a small number of elements,
we assume the same bound-bound transition properties
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Table 1
Autostructure Atomic Structure Models

Ion Configurations Includeda Levels Lines χb

(eV)

Fe i 3d64s2, 3d74s, 3d64s4p, 3d74p, 3d74d, 3d74f, 3d75s, 3d75p, 3d75d, 3d64s4d 1784 326, 519 7.90
Fe ii 3d64s, 3d7, 3d64p, 3d64d, 3d64f, 3d65s, 3d65p, 3d65d, 3d54s2, 3d54s4p 1857 355, 367 16.18
Fe iii 3d6, 3d54s, 3d54p, 3d54d, 3d54f, 3d55s, 3d55p, 3d55d, 3d44s4p 2050 420, 821 30.65
Fe iv 3d5, 3d44s, 3d44p, 3d44d, 3d44f, 3d45s, 3d45p, 3d45d 1421 217, 986 54.91
Co i 3d74s2, 3d84s, 3d74s4p, 3d9, 3d84p, 3d84d, 3d85s, 3d74s4d, 3d74s5s 778 62, 587 7.88
Co ii 3d8, 3d74s, 3d64s2, 3d74p, 3d64s4p, 3d75s, 3d74d 757 58, 521 17.08
Co iii 3d7, 3d64s, 3d64p, 3d64d, 3d65s 601 34, 508 33.50
Co iv 3d6, 3d54s, 3d54p, 3d54d, 3d55s 728 48, 254 51.27
Ni i 3d84s2, 3d10, 3d84s4p, 3d94s, 3d94p, 3d94d, 3d94f, 3d95s, 3d95p, 3d96s 174 2, 776 7.64
Ni ii 3d9, 3d84s, 3d84p, 3d84d, 3d84f, 3d85s, 3d85p, 3d86s, 3d74s4p, 3d74s2 520 25, 496 16.18
Ni iii 3d8, 3d74s, 3d74p, 3d74d, 3d74f, 3d75s, 3d75p, 3d76s, 3d64s2 1644 61, 108 35.19
Ni iv 3d7, 3d64s, 3d64p, 3d64d, 3d64f, 3d65s, 3d65p, 3d66s, 3d54s4p, 3d54s2 751 258, 305 54.92
Nd i 4f46s2, 4f 35d6s2, 4f 45d6s, 4f 45d2, 4f 35d6s6p, 4f 45d6p 18104 24, 632, 513 5.52
Nd ii 4f46s, 4f 45d, 4f 46p, 4f 35d2, 4f 35d6s, 4f 35d6p, 4f 36s6p 6888 3, 873, 372 10.7
Nd iii 4f4, 4f 35d, 4f 36s, 4f 36p, 4f 25d2, 4f 25d6s, 4f 5d26s 1650 232, 715 22.14
Nd iv 4f3, 4f 25d, 4f 26s, 4f 26p 241 5780 40.4
Ce ii 4f5d2, 4f 5d6s, 4f 26s, 4f 25d, 4f 6s2, 4f 5d6p, 4f 26p, 5d3, 4f 6s6p, 4f 3 5, 637 4, 349, 351 10.8
Ce iii 4f5d, 4f 6s, 5d2, 4f 6p, 5d6s 3, 069 868, 640 20.19
Os ii 5d66s, 5d65f, 5d65g, 5d66s, 5d66p, 5d66d, 5d66f, 5d66g 3271 1, 033, 972 17.0
Sn ii 5s25p, 5s24f, 5s25d, 5s26s, 5s26p, 5s5p2, 5s5p6s, 5s5p6p 47 371 14.63

Notes.
a Electron configurations used in the auto structure calculations. Ground states (from NIST) are in bold.
b Ionization potential, taken from NIST.

Figure 2. Atomic structure model calculations of the excitation energy of the
lowest level of Nd ii electron configurations. The circles denote the results from
Autostructure obtained under various optimization approaches (described in
the text). The stars denote the experimental energies from NIST.
(A color version of this figure is available in the online journal.)

case the mean line opacity may be less sensitive to the exact
configuration ordering.

We considered a second strategy (opt2) whereby the above
optimization was first applied to only those orbitals included
in the ground configuration. These scaling parameters were
then fixed, and a second optimization was carried out varying
the parameters of all remaining orbitals. This method usually
produced the correct ground state configuration. The energies
of the excited levels were also close to but a bit higher than the
available NIST values, and overall not as good as those found
using the opt1 approach (Figure 2).

The model structure can be further refined by iteratively
adjusting the scaling parameters by hand. We attempted this
for Nd ii, guided by the trends found in the opt1 and opt2
calculations. An improved solution was found (opt3) which
reproduced the ground and first two excited level energies almost
exactly. Further iterations could presumably improve the result,
but this sort of manual alignment is time consuming, and more
of an art than science. We attempted this opt3 approach only for
Nd ii, which is the most important ion for our r-process light
curve calculations.

4. IRON GROUP OPACITIES

4.1. Comparison to Kurucz Line Data

The atomic properties of Z < 30 ions are reasonably well
known based on experiment and previous structure modeling.
In particular, R. Kurucz has generated extensive line lists,
including CD23 (∼500,000; Kurucz & Bell 1995a) and CD1
(∼42 million lines; Kurucz 1993). These lists (which are
dominated by iron group lines) have been derived from atomic
structure calculations using the Cowan code (Cowan 1981)
which have been iteratively tuned to reproduce the extensive
observed experimental level energies (Kurucz & Bell 1995b).
SN modelers have used the Kurucz data to successfully model
the optical light curves and spectra of observed (iron-rich) SNe
Ia (e.g., Kasen et al. 2009; Sim et al. 2010) which suggests
that, for the iron group, the Kurucz line data can be taken to be
reasonably accurate and complete.

To validate our ab initio Autostructure line data against
the observationally constrained data of Kurucz, we ran structure
models for the first four ionization stages of Fe, Co, and Ni, using
the electron configurations listed in Table 1. Unlike Kurucz,
we made no attempt (beyond our ab initio opt1 optimization
scheme) to tune the model, and our calculated level energies can
differ from the experimental values by factors of two or more.
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Not	very	accurate	for	transi2on	wavelengths
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Figure 1. (Upper panel) Solar abundance r-process abundance ratio as a mass fraction (Simmerer et al. 2004). The abundance is normalized by X(Ge) = 106. (Lower
panel) Number of bound–bound transition data for different elements. The different colors show different ionization states, from neutral (I) to triply ionized (IV)
ions. The atomic data at Z ! 30 are taken from Kurucz & Bell (1995), while the data at Z " 31 were compiled using the VALD database (Piskunov et al. 1995;
Ryabchikova et al. 1997; Kupka et al. 1999, 2000). There are no data for triply ionized ions (IV; purple) at Z " 31.
(A color version of this figure is available in the online journal.)

three distances are computed for each packet: (1) the distance to
the scattering or absorption events l1, (2) the distance to the next
cell l2, and (3) the distance that a packet can travel before the
next time step l3. For the distance to the scattering or absorption
events, we first set a threshold optical depth τth = − ln z. Then,
by using the total absorption coefficient for UVOIR photons

αtot(λ) = αes +
∑

i,j

αff
i,j (λ) +

∑

i,j

αbf
i,j (λ) + αbb

exp(λ), (5)

the distance is computed from l1 = τth/α
tot(λ), so that it

reproduces the attenuation following exp(−τ ). For the γ -ray
transfer, αtot = κγ ρ.

Among the three distances, the event with the shortest
distance occurs. When l1 is the shortest, we judge if it is a
scattering event or an absorption event. For the γ -ray transfer,
it is always an absorption event. For the UVOIR transfer, only
the electron scattering is a scattering event, so that an event is
treated as scattering if z < αes/αtot. For the scattering event, the
comoving wavelength and energy of a packet are conserved.
For the absorption event, the next comoving wavelength is
determined by sampling the emissivity (by Kirchhoff’s law)

jλ = αabs(λ)Bλ(T ), (6)

where αabs is the total coefficient for absorptive events

αabs(λ) =
∑

i,j

αff
i,j (λ) +

∑

i,j

αbf
i,j (λ) + αbb

exp(λ). (7)

When l2 is the shortest, the comparison among l1, l2, and l3
is repeated again in the next cell. These procedures are repeated
until l3 becomes the shortest. When l3 is the shortest, the position
and direction of the packet are recorded and the propagation of
the next packet is considered. After computing the propagation
of all the packets in a time step, the propagation in the next time
step is computed.

2.7. Temperature Determination

After the propagation of the packets, the temperature in each
cell is evaluated using the photon flux. In MC transfer, the photon

intensity is evaluated (Lucy 2003) as

Jνdν = 1
4π∆tV

∑

dν

ϵds. (8)

The temperature is estimated by approximating that the
wavelength-integrated intensity ⟨J ⟩ =

∫
Jνdν follows the

Stefan–Boltzmann law, i.e.,

⟨J ⟩ = σ

π
T 4

R. (9)

This assumption is the same as that in the “simple” case of
Kromer & Sim (2009). We confirm that this method gives rea-
sonable results in Appendix A. We assume that the kinetic
temperature of electrons Te is the same as the radiation tem-
perature TR. We simply denote these temperatures by T, i.e.,
T = Te = TR .

2.8. Ionization and Excitation

For ionization, we assume LTE and solve the Saha equation
for H through U simultaneously. We use the NIST database4 for
the atomic data, such as partition functions and ionization po-
tentials. For the excitation, we assume a Boltzmann distribution
with a temperature T.

In the NS merger ejecta, radioactive decay produces fast
β-decay electrons, fission products, and gamma-rays in the
NS merger ejecta. Thus, possible deviations from LTE by non-
thermal processes may be expected. In fact, non-thermal effects
are known to be important for the excitation of He lines in Type
Ib SNe (Lucy 1991; Dessart et al. 2011; Hachinger et al. 2012).
However, Kasen et al. (2013) estimated that the non-thermal
excitation rate in the typical environment of NS merger ejecta
(blackbody temperature of 5000 K at t = 1 day) is only ∼10−8 of
the radiative excitation rate from a blackbody field. This result
implies that non-thermal processes do not significantly affect
ionization and excitation states. Nevertheless, it must be noted
that the deviation from LTE is expected to be larger at later

4 http://www.nist.gov/pml/data/asd.cfm
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Not	complete	for	“opacity”		
but	probably	enough	for	line	iden2fica2on		
(similar	to	stellar	abundance	analysis)



•GW170817/AT2017gfo	
• Signature	of	kilonova		

• Both	red	and	blue	components 
=>	Produc>on	of	lanthanide	and	higher	elements	

• Produc>on	rate	fulfills	the	necessary	condi>on	

•Open	issues	
• Origins	of	blue/red	components	

• Uncertainty	in	the	ejecta	mass	=>	nuclear	physics	

• Mul>-D	models	

• Composi>on	in	the	ejecta:	solar	ra>os?	

• Lack	of	atomic	data	(both	calcula>ons	and	experiments)	
=>	atomic	physics

Summary


