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Intro 

 BS in Physics 1986 Stony Brook University New York 

USA 

 30 Years in Operations of hadron accelerators at 

Brookhaven National Lab 

 Operator, Crew Chief, Deputy Head MCR Group, Head 

of Accelerator Systems Maintenance and Support Group 

as well as member of RF group and eRHIC directorate 

 Member Radiation safety, Energy Conservation, 

Experimental Safety, Legacy Hazard and Laboratory 

LOTO Work Practices committees 
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Introduction to CAD 

 The Collider Accelerator 
Department at BNL in New York 
Long Island USA 

• Multi faceted facility 

• Annual Run for RHIC 

• Multiple Annual runs for other users 

• Many new systems and facilities 
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Introduction  

 Collider Accelerator Department at BNL: 

• Organization 

• Machines 

• Facilities 

• Disciplines 



Discussion Topics 

 Organization and authority 

 Facility designations 

 User and satellite facilities 

 Global resource utilization 

 Flow of information  

 Job execution 

 Summary 



Organization and Authority 

 CAD is a Top Down organization with ultimate 

authority residing with the Department Chair 

 The Division Heads are assigned authority for their 

respective sub groups 

 From Division, Group leaders but things get more 

involved... 

• Assignment to multiple groups and divisions 

• Common goal planning 





Facility Designations 

 Divisions Associated with Machines: 

• Experimental Support & Facilities (The Experiments) 

• Accelerator (The Machines) 

 Machines are designated for responsibility: 

• LINAC, BLIP, Booster, AGS, RHIC- Operations 

• rLine (NSRL), AtR (PTR), STAR and RHIC- ES&F 

 Other systems are divided among the divisions by 

utility (Cryo, AC, Water air...) 

 

 



Accelerators and Accelerator 
facilities 

 In addition to the facilities directly connected with 

the operation of the collider, the CAD department is 

responsible for other user facilities 

 RPPL/MIRP (Isotope production and research) 

 UED (Electron diffraction experiment) 

 ATF (Accelerator Test Facility) 

 ATF II (Construction projects) 

 SRF facilities (VTF, SVTF, UPWS) 

 Magnet assembly and testing facilities  



Assigned Responsibilities 

 Liaison Physicists (LP): defines the needs of 

systems and accelerators such as energy, number 

of species, optics in the context of the run. They 

author and maintain the Radiation Safety Committee 

checklist, which is the vehicle by which each facility 

is kept within it prescribed safety limits. 

 Liaison Engineer(LE): ensures that work necessary 

to achieve the needs prescribed is defined, 

submitted for approval and completed on schedule.   



Responsibilities 

 Scheduling Physicist (SP) creates a global schedule for 

facilities for a given run using input from advisory 

committees, LEs, LPs, ESFGL and MGSL. During running 

periods, the SP also leads a weekly scheduling meeting. 

This meeting determines activities associated with the 

collider for the week. 

 ES&F Group leader (ESFGL) generates and submits for a 

work list for Experimental, construction and 

commissioning projects.  



Responsibilities 

 Maintenance Support Group Leader (MSGL) 
collects and assesses work requests. Works with 
LP, LE and ESFGL to set priority, approve and 
schedule work. 

 Main Control Room Group Leader (MSGL) 
schedules Operators and specialists as needed for 
work activities (Controlled Access, Testing, 
Startup...). 

 Individual Group Leaders schedule work and deploy 
workforce as necessary. 



Job Execution: Maintenance Days 

 For an individual task, requestor submits a job for 

approval. 

 MSGL reviews all submitted work and approves 

work for a maintenance day 

 All work requests are discussed the weekly 

Supervisors Meeting, Chaired by the MSGL 

 MSGL then determines a duration and schedule for 

execution of the maintenance day 

 



Maintenance Day Job Execution 

 Once a schedule has been completed for a maintenance 

day, the MSGL presents this to the SP’s weekly 

scheduling meeting where adjustments and final 

approval are completed. 

 MSGL posts (Web and CATV) and emails schedule to 

department and any others performing tasks. 

 Requestors are informed that there work is scheduled 

 A final work planning and scheduling meeting (1 day 

prior to the maintenance) resolves remaining conflict and 

ensures all parties are aware of the schedule. 

 





Approved jobs for Maintenance 







Delays and complications: 

 Factors contributing to schedule delays: 

• Work overage, underestimated duration 

• Blown sweeps 

• Failure, broken improper state of equipment 

• Change in scope of work 

• Unscheduled work 
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Shutdown Work 

 Though similar in structure to Maintenance days, there 

are distinct differences between the two. 

• The LP no longer holds weekly scheduling meetings 

• Major projects are sub coordinated by assigned LEs 

• Maintenance items are coordinated with project, testing and 

startup schedules 

• Workforce allocation and deployment is determined in the 

weekly Supervisors meeting and ES&F scheduling meeting. 

• Management is apprised of progress and any issues in weekly 

Management Meetings (One for Accelerator Division and one for 

ES&F) 

• Major projects also hold regular meetings which are attended by 

MSGL and ESFGL 



Roles during shutdown 

 Management maintains the priority list 

 ESFGL assigns trades and staff for deployment at 

the weekly meeting 

 MSGL schedules maintenance activity, testing, 

commissioning, system outage and recovery as well 

as machine access and  startup.  



Multilevel Construction 

 During shutdown, many additional complications 

may arise. 

• Late arrival of materials! 

• Changing scope of work 

• Emergent work 

• Personnel shortages and vacation 

• Conflict outside departments, user facilities or the power 

company 



Maximizing efficiency 

 Roles 
• MSGL maintains central repository of projects and work 

• LE or designee maintains status of work and job specific 
work plans  

• ES&F and Accelerator division maintain communications 
via daily interaction, work assignment and weekly 
scheduling and planning meetings 

• Management is apprised of progress and conflict when it 
cannot be resolved. 

• Management is immediately apprised of issues that may 
affect machine start up dates, project completion or user 
facilities. 



Similar issues with larger impact 

 As with maintenance, unscheduled or unapproved 

work or testing is a major source of headaches 

during she shutdown 

 An emergent job requires major support and 

adversely affects work already planned and 

schedules 



Summary 

 A standardized system for work is a necessity for 

any complex 

 At CAD, the system used has been developed for 

many years and continues to evolve 

 When followed, the system has success 

 Working outside the system brings rise to 

inefficiencies and delays 

 Strong backing from management is critical to any 

such systems success 



Input 

 I am always looking for input from colleagues at all 

sorts of different organizations and look forward to 

hearing your input. 



Danke 


