
Current STAR Big Full Chain Performance  
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•  Au+Au @ 62GeV 
•  ~7s per event 
•  ~39GeV during BES-II ? 

•  Au+Au @ 200GeV 
•  ~40s per event 

•  70+% time spend on 
tracking, CA tracking 
finding + Sti track fiting 



STAR Big Full Chain Time Profiling 
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STAR BFC Performance @ 39GeV 

March 19, 2017 CBM-STAR Joint Workshop - Discussion, TU Darmstadt  3 

Memory [MB] CPU Time [s/event] 



Available HLT Resources  
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!  Total Computing Resources 
•  1192 CPU logical cores 
•  45 Xeon Phi 7110P Coprocessors (2 per node, each has 240 

hardware threads, 16GB RAM) 
•  Up to 48T disk storage for online calibration, QA and etc. 

 
!  During BES-II 

•  ~200 CPU cores for real time processing, e.g. PV monitoring 
•  ~1000 CPU cores + Xeon Phi for BFC chain 
•  Continuous running without sync. to DAQ 
•  need a large buffer 
•  need to develop a job management system, including job monitoring, 

submission, bookkeeping, error handling ant etc. 
•  Expect low luminosity, especially TPC space charge will not be a 

problem 
 



Potential Speed Improvements 
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•  (An ambitious) HLT goal for BES-II is to provide offline quality data 
practically online. STAR cannot afford ~5 years of data 
reconstruction and analysis before publishing the first BES-II results. 
For that we need speed up calibration and reconstruction. 

•  New compiler 
•  Pure 64bit code 
•  Use AVX instructions in CA 
•  CA sector-by-sector track finding on Xeon Phi 
•  Full CA tracking including track fitting 
•  KFParticle finder on Xeon Phi 
•  Physics analysis on Xeon Phi 
•  Hopefully 3-5x speedup 

•  Need more realistic timing and profiling with iTPC 
•  Single event processing time budget depends on DAQ running time. 



Coprocessor Offloading Infrastructure 
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CPU Xeon Phi (native code) 


