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• Electron cloud (EC) can cause instabilities and emittance growth, 
and can be a limiting factor in accelerator performance 

• EC has been studied at CESRTA (the Cornell Electron-Positron Storage 
Ring Test Accelerator) since 2008 
– Local and ring-wide EC measurements 
– EC mitigation techniques 

• Emittance growth from EC not well understood until now 
⇒ We have developed an incoherent model which predicts emittance 

growth from EC 
• This talk will compare simulations to measurements for tune shifts 

and equilibrium beam size

Overview
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• Buildup of electrons hitting the vacuum chamber wall and generating 
secondary electrons 

• Main source: photoelectrons from synchrotron radiation 
– Also beam-gas ionization or stray protons hitting the wall 

• Bunches accelerate the electrons as they pass 
• Positron bunches pull the cloud towards it (“pinch effect”) 
• EC builds up along a train of bunches

Electron Cloud
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F. Ruggiero
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The Electron Cloud issue

9 In a proton (positron) accelerator vacuum chamber…

9Build-up of electron cloud (EC)
– from “a few” primary e− (e.g. photoelectrons, from residual gas ionization…)
– p+ bunch accelerate e−
– e− impact on the wall and extract secondary e−
– avalanche production
– up to a saturation level

(Courtesy 
F.Ruggiero)

(depends on surface 
properties, beam intensity, 
bunch spacing,…)

Concern for heat deposition on the beam screen and beam stability
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• CESR (Cornell Electron-Positron Storage Ring) 
• 768 m in circumference 

• Starting in 2008, CESR was reconfigured into a low 
emittance damping ring as a Test Accelerator 
(CESRTA) for the ILC Damping Ring specifically, 
and future high intensity, ultra low emittance 
storage rings in general 

• The goal was to: 
– Characterize the build-up of EC in each of the 

key magnetic field regions 
– Study the most effective methods of 

suppressing EC in each region 
• Electron and positron beams 
• 1.8 – 6 GeV 
• Flexible bunch patterns 
• 12 Superconducting wigglers at low energy (2 GeV) 

– Generate 90% of the synchrotron radiation

CESRTA
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• The vacuum system was modified to include various EC diagnostics 
– EC Experimental Regions & special vacuum chambers 
– RFAs (Retarding Field Analyzers) 
– SPUs (Shielded Pickups) 
– Microwave resonance EC detectors (TE Wave) 
– In-situ SEY station 

• The beam instrumentation was also upgraded 
– Bunch-by-bunch, turn-by-turn beam position monitors 
– Bunch-by-bunch, turn-by-turn X-ray beam size monitor

CESRTA
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2.2. Vacuum System Modifications 25
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Figure 2.13: Q15 EC Test Chamber, equipped with a RFA (1) and 4 SPUs (2)

Cornell) and diamond-like carbon coating (by KEK). Table 2.1 summarizes these test chambers.
Figure 2.14 shows a typical installation of these experimental chambers. The vacuum pumping of
the test chamber is by a 110-l/s noble-diode ion pump, and the two adjacent distributed ion pumps
at B13W/E and B15W/E. Since the gas conductance between the beam space and the RFA port is
very limited, a small ion pump (8-l/s) was installed for the RFA port. The vacuum performance of
each test chamber is monitored by a cold-cathode ion gauge (CCG) and an RGA during the beam
runs. SR-induced gas desorption from the chamber surfaces dominates the gas load. As for all
newly installed vacuum chambers, very high SR-induced pressure rises were measured from these
experimental chambers, but the SR-induced desorption decreases rapidly with the accumulated
beam dose. In Figure 2.15, the beam conditioning characteristics of the four surfaces are compared.
To make the SR-induced desorption measurements from the four types of surfaces, all the data
points shown were taken during CHESS operations, when there are roughly equal stored electron
and positron beam currents, making the total SR flux similar at both the Q15W and Q15E locations.
The data in Figure 2.15 indicates:

• All coatings, except the DL-C, have similar beam conditioning characteristics, as compared
to the bare aluminum surfaces. By contrast the DL-C coating indicates significantly higher
outgassing rates.

• However, the RGA data in Figure 2.16 show that DL-C coating has a much ‘cleaner’ desorbed
gas composition, i.e. it is dominated by hydrogen.

Two generations of RFA designs were used on the Q15 experimental chambers. The first generation
was adapted from the thin RFA design used for a CESR dipole chamber (see Section 2.2.3.2 and
Figure 2.32). As listed in Table 2.1, this thin-style design was used in the first four test chambers,
including a bare aluminum chamber, two amorphorous carbon coated chambers, and a TiN coated
chamber (in Runs #1 and #2).

Photos of a thin-style RFA are shown in Figure 2.17. In the thin-style design, UHV-compatible
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• Local EC measurements from RFAs and 
SPUs provide 
– A way of measuring the effect of various 

EC suppression techniques: 
★ Low emission coatings 

– TiN, amorphous carbon, 
diamond-like carbon 

★ Grooves in chambers 
★ Solenoid windings 
★ Clearing electrodes 

–  A way of calibrating simulation 
parameters 
★ Primary and secondary emission 

parameters

Local EC measurements
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Figure 2.23: Electron collector plate in the larger port of PEP-II EC chambers.

DETAIL  A  -- Flange End with Mask
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Figure 2.24: PEP-II EC vacuum chambers tested in the L3 experimental region.

58 Chapter 2. The CESR Conversion
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Figure 2.59: Photo of electrode connection button on the bottom of the SCW beam pipe.

port, there can be many reflections of the induced voltage before it damps out. If the transmission
line-electrical length of the electrode is chosen poorly, a resonant excitation of the beam-induced
voltage could result in large voltages occurring on the electrode with respect to ground. This
resonant enhancement of the voltage could lead to a sizable multiplication of all e↵ects. Therefore
the 1.05 m length of the clearing electrode was designed, after taking into account the dielectric
constant of alumina of 9.8 (a reduction of the propagation delay of the signal in the stripline by a
factor of 3.13 from the speed of light in vacuum), to have a round trip delay of 21.9 ns, which is
not a multiple of either 4 ns or 14 ns, the primary bunch spacings employed for CESRTA.

To reduce the peak induced voltage, the ends of the electrode are tapered. As a bunch passes by the
tapered end of the electrode the induced wall currents in the electrode spread out over a time equal
to the di↵erence of the propagation delay of the signal in the electrode’s stripline transmission mode
and the transit time of the bunch. With a taper length of 31.3 mm, the duration of the induced
signal at both ends will spread out over 0.2 ns in the forward transit direction and 0.4 ns in the
reverse direction. Since the temporal standard deviation of the bunch ranges between 20 and 35 ps,
spreading the induction of the signal in the electrode over more than ten times the bunch’s rise time
will reduce the peak signal by a comparable factor. Since the wall currents traveling with the beam
are induced into the transmission line composed of the electrode resting on the dielectric layer on
top of the vacuum chamber wall, the induced voltage will be proportional to the impedance of the
transmission line. With a dielectric thickness of 0.2 mm and a maximum electrode width of 44 mm,
the transmission line impedance is 0.59 ⌦. At the tapered ends the impedance increases to 3.6 ⌦,
thus the reflections o↵ of the ends will cause additional (somewhat more complicated) spreading of
the transmission line signal.

Some care was taken to make a reasonable match of the impedance of the external coaxial HV
connection to the clearing electrode. The e↵ective impedance of the electrode at the point where
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• EC model calibrated and validated on a wide range of local and ring-wide 
measurements 

• Has been used to help design future accelerators 
– ILC 
– CHESS-U 
– SuperKEKB

EC model calibration
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CESRTA reconfiguration

July – October 2008

L3 Electron cloud experimental region

PEP-II EC Hardware:  

Dipole chicane (810 G)

Time-resolving RFAs commissioned in 2012

Electron cloud simulation package 

ECLOUD

   * Originated at CERN in the late 1990's

   * Widespread application for LHC, KEK, RHIC, ILC …

   * Under active development at Cornell since 2008

   * Successful modeling of CESRTA tune shift measurements

   * Interactive time-resolving RFA model implemented in 2013

I. Generation of photoelectrons

A) Production energy, angle

B) Azimuthal distribution (v.c. reflectivity)

II. Time-sliced cloud dynamics

A) Cloud space charge force

B) Beam kick

C) Magnetic fields

III. Secondary yield model

A) True secondaries (yields > 1!)

B) Rediffused secondaries (high energy)

C) Elastic reflection (dominates at low energy)

IV. Time-resolving RFA model

A) Acceptance vs incident angle, energy

B) Signal charge removed from cloud

C) Non-signal charge creates secondaries

MODEL DEVELOPMENT FOR TIME-RESOLVED RETARDING-FIELD ANALYZER MEASUREMENTS OF 

 ELECTRON CLOUD BUILDUP AT CESRTA*

J.A. Crittenden, Y. Li, X. Liu, M.A. Palmer, J.P. Sikora

CLASSE, Cornell University, Ithaca, NY 14850

The Cornell Electron Storage Ring Test Accelerator program includes investigations into electron cloud buildup mitigation techniques using custom 

vacuum chambers. Multibunch electron and positron beams of energies between 2.1 and 5.3 GeV with bunch spacings from 4 to 98 ns and bunch 

populations ranging from 1e10 to 16e10 provide highly differentiated sensitivity to the processes contributing  to cloud buildup such as photoelectron 

production, cloud space-charge dynamics, and secondary electron emission. Measurements of the time dependence of cloud buildup using BPM-style 

shielded pickups have been shown to provide tight constraints on cloud buildup models. Recently, time-resolving retarding-field analyzers have been 

designed, installed and commissioned. These novel detectors combine the time-resolving feature of the shielded pickups with the fine transverse 

segmentation and cloud electronenergy sensitivity of the time-integrating retarding-field analyzers used previously. We report on progress in modeling 

these measurements and quantify their sensitivity to various parameters describing the underlying physical processes contributing to cloud buildup. 

Time-resolving retarding-field analyzers 

Effectiveness of grooves
TR-RFA measurements and ECLOUD model results 

for a 10-bunch train of 5.3 GeV positrons in the 

smooth and grooved uncoated vacuum chambers. 

The bunch spacing is 14 ns and the bunch 

population is 1.28e11. ECLOUD models with peak 

SEY value of 2.0, 1.8, 1.2 and 1.0 are shown to 

illustrate the sensitivity of this comparison to the 

effective reduction in secondary emission afforded 

by the use of grooves as a mitigation technique.

Underlying time structure

ECLOUD model central collector 

signals for the smooth and grooved 

uncoated chambers with the TR-RFA 

time resolution convolution removed 

in order to show the underlying time 

structure of the cloud signal

Summary
Four time-resolving retarding field analyzers have been installed and commissioned in a dipole chicane at CESRTA. The electron 

cloud buildup simulation code ECLOUD has been adapted to describe the recorded signals in the four custom vacuum chambers 

with uncoated aluminum and TiN-coated interior surfaces, smooth and grooved. The modeling results have shown that the 

grooves in the uncoated chamber reduce the effective peak secondary yield from a value of 2.0 to 1.2 with a sensitivity of better 

than 10%. The measurements in the TiN-coated chambers in an 810 G dipole field show that the grooving and TiN-coating 

mitigation technique proposed for the dipole sections of the ILC positron damping ring reduces cloud buildup by more than an 

order of magnitude.

Cloud density

Time structure of the cloud density, 

which both increases and decreases 

during the 14-ns between bunch 

passages, reaching a maximum 

value of about 3e12 e/m3 

* Work supported by the US National Science Foundation PHY-0734867, PHY-1002467, and the U.S. Department of Energy DE-FC02-08ER41538

Time resolved RFA measurements in 
grooved and smooth Al chambers 
compared to simulations varying the 
peak SEY

Local

Ring-wide

their relative contributions. Table 1 shows that the average
rate in the combined-function magnets is a factor of two
higher than in the CESR dipoles (an important motivation
for this study), while the average horizontal beta function is
much lower.

TUNE SHIFTS IN CHESS OPERATING

CONDITIONS

The cloud buildup modeling employs the code
ECLOUD [5, 6], which includes models for photoelectron
generation kinematics, for time-sliced macroparticle
tracking in the 2D electrostatic fields sourced by the beam
and the cloud, and 3D tracking in magnetic fields, as well
as a detailed model of the secondary emission process
(SEY) at the vacuum chamber wall. The SEY model is
parameterized in the manner described by Furman and
Pivi [7]. Simulations are performed for the magnetic field
environment of each element type. The coherent tune
shifts for each bunch are derived from the horizontal and
vertical cloud spacecharge field gradients integrated over
the longitudinal and transverse bunch charge distributions.

In order to ensure a reasonable starting point for the simu-
lations, we performed measurements of coherent tune shifts
in 2016 CHESS operating conditions using the pinging
method described in Ref. [4] for a 20-bunch train of 14-ns-
spaced bunches, each comprising 3.2×1010 positrons. The
ECLOUD input parameters for the photon scattering rate
in the beampipe (reflectivity), quantum efficiency, photo-
electron energy distributions and SEY were adjusted to
achieve the degree of consistency with the vertical tune shift
measurements shown in Fig. 2. These tune shifts are to
be compared to the revolution frequency of 390 kHz. We

Figure 2: Modeled and measured (black points) tune shifts
for a 20-bunch train of 5.3 GeV positrons with population
3.2 × 1010 e+ in the CHESS operating optics. The bunch
spacing is 14 ns. The revolution frequency is 390 kHz. At
this bunch population one observes that the contribution of
the dipole regions increases during the train passage relative
to that from the field-free regions.

emphasize that the importance of the contribution from the
dipole regions of the ring means that horizontal tune shift
measurements using the pinging method are compromised
by the pinning of the cloud to the vertical field lines. Conse-
quentially, the model calculation cannot be validated using
this measurement method. While we include the modeled

horizontal tune shifts for comparison, our conclusions are
based solely on the vertical tune shift modeling.

The model tuned to the 20-bunch-train results was then
applied to the bunch pattern used in two-beam CHESS op-
erations The positron-beam-generated cloud is disrupted by
the electron beam in ways we find difficult to estimate. Our
intention in applying the tuned model to the two-beam e+

bunch pattern is to establish a benchmark with which to
compare our estimates for the tune shifts in the upgraded
CESR configuration.

The positron bunch pattern in two-beam operation con-
sists of five trains of either 3 or 4 bunches situated around
the ring so as to maximize separation from the counter-
rotating e− beam. The relatively few bunches means that
a bunch population of 8.8 × 1010 is required to reach the
full positron operating current of 100 A. Figure 3 shows the
model results for the tune shifts at each 2-ns-spaced bunch
position, though only the circled positions carry charge in
both operations and in the model. The fact that the tune

Figure 3: Modeled coherent tune shifts for the positron
bunch pattern presently in use for two-beam CHESS opera-
tion with 6-8-6-ns spacing in a train of four bunches. The
bunch population is 8.8×1010. Only the circled bunch posi-
tions are filled during operation, and in the model; the simu-
lation calculates tune shifts for the other positions as if they
were filled.

shifts calculated for the unfilled bunch positions are so large
and variable testifies to the highly dynamic nature of the
cloud during the train passage. The conclusion we draw
from these calculations is that we can reasonably expect sta-
ble operation in the upgraded CESR operations if the tune
shifts are limited to a level below that shown in Fig. 3.

TUNE SHIFTS PREDICTED FOR THE

UPGRADED CESR/CHESS LATTICE

The design current for the upgraded CESR/CHESS lat-
tice is 200 mA. There are 183 14-ns-spaced bunch positions
in the 768-m ring circumference with 2.56 µs revolution
period. In the interest of limiting electron cloud buildup
we have chosen to fill the ring with seventeen 70-ns-spaced
trains consisting of five bunches each, resulting in a spec-
ified bunch bunch population of 3.8 × 1010 e+. The left
plot of Fig. 4 shows the modeled electron cloud density av-
eraged over the beampipe cross section for the conditions of
the measurements in Fig. 2 in the case of the 2.0-kG dipole
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An incoherent model for emittance growth from EC
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• Beam: 
– 2.1 GeV positrons or electrons 

★ Horizontal emittance: 3.2 nm, fractional energy spread: 8x10-4, bunch length: 9 mm 

– 30 bunch train, 0.4 mA/b and 0.7 mA/b, 14 ns spacing 
★ (0.64x1010 and 1.12x1010 bunch populations) 

– 1 witness bunch, 0.25 to 1.0 mA, bunch positions 31 to 60 
★ Witness bunch position probes cloud as it decays 
★ Witness bunch current controls strength of pinch effect (cloud pulled in to e+ bunch) 

• Measure: 
– Betatron tunes: using digital tune tracker 

★ Bunch-by-bunch 

– Vertical bunch size: from X-ray beam size monitor 
★ Bunch-by-bunch, turn-by-turn 

– Horizontal bunch size: from visible light gated camera 
★ Bunch-by-bunch, single-shot 

• Bunch-by-bunch feedback on to minimize centroid motion 
– Disabled for a single bunch when measuring its tunes

Measurements

9
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• Vertical emittance growth along a train of positron bunches above a 
threshold current of 0.5 mA/b

Beam size
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• Trains of e- bunches do not blow-up 
– Emittance growth is due to EC

Beam size
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• Horizontal beam size also blows-up in 0.7 mA/b e+ train

Horizontal beam size
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• One witness bunch to a 30 bunch 0.7 mA/b e+ train 
– Start with witness at bunch #60, vary current, eject bunch, move to #55… 
– For a given witness bunch #, the cloud it sees is the same 

★ Strong dependence of emittance growth on current (pinch effect)

Witness bunch
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Witness bunch to a 0.4 mA/b train (below threshold)
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• Simulations involve three codes which feed into each other 
– Synchrotron radiation 

➔ Photo-electron production rate along the wall 

– Electron cloud buildup 
➔ Electric field maps 

– Tracking of beam through the lattice with EC elements 
➔ Betatron tunes 
➔ Beam size

Simulations

15
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• We are currently incorporating a 3D 
Monte Carlo simulation including 
reflections (specular & diffuse)

Synchrotron radiation simulation
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SYNRAD3D: CesrTA 2015 2.1 GeV e+ beam: Entire ring, phantoms
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• Benchmark EC simulations at CesrTA have used a 2D analytic 
calculation for the photon absorption rate along the walls in a lattice 
– Current results use this method

Wigglers
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• Start with EC buildup simulations with 
ECLOUD in both dipole and field-free 
regions 

• Use element-type ring-averaged beam 
sizes 

– Dipole: 730 x 20 um 
– Drift: 830 x 20 um 

★ The large horizontal size is dominated 
by dispersion 

• Obtain electric field maps from the EC for 
11 time slices during a single bunch 
passage, in ±5σ of the transverse beam 
size 

– ∆t = 20 ps 

• Only ~0.1% of electrons are within this 
beam region 

– Necessary to average over many 
ECLOUD simulations

EC buildup simulation
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Transverse EC charge distributions in an 800 G 
dipole for bunch 30 of a 0.7 mA/b positron train



BDmVCS 2017: Review of electron cloud at CesrTA – Stephen Poprocki

• EC density calculated during buildup simulation in dipoles and drifts for a train of 
bunches 

• Beampipe-averaged density larger for drifts 
• Bunch-charge-weighted density larger for dipoles later in the train 

– EC pinned to the vertical magnetic field lines in the dipoles

EC densities

18

0

1

2

3

4

5

6

7

8

9

10

0 50 100 150 200 250 300 350 400

B
ea
m
-w

ei
gh

te
d
C
lo
u
d
D
en
si
ty

[1
01

2
/m

3
]

Time [ns]

At peak bunch current

Dipole
Drift

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0 50 100 150 200 250 300 350 400

B
ea
m
p
ip
e-
av
er
ag
ed

C
lo
u
d
D
en
si
ty

[1
01

2
/m

3
]

Time [ns]

Dipole
Drift



BDmVCS 2017: Review of electron cloud at CesrTA – Stephen Poprocki

• Tune shifts are proportional to the electric field gradients 
• Gradient just before a bunch passage ➔ coherent tune shift 
• Gradient during pinch ➔ incoherent tune spread, emittance growth

Electric field gradients from cloud space-charge fields
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• Use the time-sliced electric fields in EC elements at the dipole and drifts 
• Track particles in bunch through the full lattice (using Bmad) for multiple damping times, with 

radiation excitation and damping  
• “weak-strong” model: does not take into account effects on the cloud due to changes in the beam 

– Weak: beam; Strong: EC 
– In the EC buildup simulations: Weak: EC; Strong: beam 
– Justification: EC buildup simulations are rather insensitive to vertical beam size 

• Strong-strong simulations are too computationally intensive to track for enough turns 
– Damping times at CesrTA are ~20,000 turns

Tracking simulations
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• Measurements (points): 
– Feedback is disabled for a single 

bunch 
– Use digital tune tracker to measure 

tunes of the bunch 
★ Frequency sweep & phase lock 

• Simulations (lines): 
– Calculated from 1-turn transfer matrix 

or FFTs (good agreement) 
– Dipoles (62% of ring) dominate the 

horizontal tune shift compared to drifts 
(23%) 

– Drifts do contribute to vertical tune shift

Tune shifts - train
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• Simulations shown as lines 
• Measurements show no dependence of 

witness bunch current on tune shift 
– Pinch effect doesn’t contribute to coherent 

tune shift 
• Measured vertical tunes at different currents 

include a machine impedance tune shift 
– 1 kHz/mA from single bunch 

measurement 
– Subtract out for comparison to simulations

Tune shifts - witness bunch
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• Bunch size from simulation is the 
average over last 10k turns (of 
60k) 

• See vertical emittance growth in 
0.7 mA/b simulations 

• Do not see horizontal emittance 
growth at 0.7 mA/b 

– Do see growth for higher currents 
– ECLOUD simulation used large 

ring-wide horizontal beam size 
★ Pinch effect is stronger with 

smaller beam sizes 
★ May need to use different EC 

elements based on local 
horizontal beta

Bunch size growth - train
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• More emittance growth with: 
– shorter distances from train (more cloud)  
– higher witness bunch current (more pinch) 

• Simulations show similar behavior

Bunch size growth - witness bunch
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• Cornell has made extensive measurements of EC effects since 2008 
– Constrain parameters in EC buildup simulations 

• Simulations in good agreement with local (RFA, SPU) and ring-wide (tune shift) 
measurements 

• A witness bunch at a range of currents gives a direct measurement of the pinch effect 
– Vertical emittance growth scales with pinch 
– Coherent tune shift does not 

• We have developed a weak-strong incoherent model which is consistent with this data 
• The simulations can uncover the largest contributions to tune shifts and emittance growth 

– EC mitigation methods can be targeted to these regions and tested in simulation 

• Future work: 
– Reconcile data/simulation discrepancies (horizontal emittance growth) 
– Revisit emittance growth predictions in ILC damping ring 
– Use model to understand underlying factors driving emittance growth 

★Develop new approaches to mitigating emittance growth from EC

Summary
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Thank you for your attention


