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Editorial 

�

Dear Colleagues, 

Finally we are back again, even if it took some time. With this issue of the report on High 

Energy Density Physics we want to continue a tradition of more than 3 decades.  

The construction of FAIR at the site of GSI is now clearly visible as can be seen from our title 

page. GSI with its scientific and technical personnel has to bear the main burden of the 

construction work. This caused a complete revision of the internal GSI organization and for a 

number of years GSI will have to place its main efforts onto the FAIR construction process. 

Research activities will continue, though on a reduced scale. With this new version of our 

report we want to give an overview on the activities of the HEDgeHOB collaboration 

worldwide. However, this report is open to all institutes and individual researchers, who feel 

attached to the field of High Energy Density Physics. Our aim is that all HEDgeHOB member 

institutes contribute to this report with at least one contribution. We also want to document 

the scientific progress in our field. 

In the last year 2014  the 20
th

 Symposium on Heavy Ion Fusion took place at the Institute of

Modern Physics in Lanzhou. This symposium is a traditional meeting place for scientists of 

our field and in this report we present a summary of this event. Ion driven high energy density 

physics is taken up at a number of new facilities that are emerging worldwide, among them 

are the NURA facility at Astana, Kazakhstan and the NICA facility in Dubna. Moreover a 

High Intensity Accelerator Facility (HIAF) is in the planning stage in China, and a new 

facility in South Korea. The NDCX II facility in Berkeley will start during this year to be a 

user facility. More details on this can be found in this report. 

Also our colleagues from Laser Plasma Interaction and Laser Driven Fusion were able to 

report considerable progress. Most remarkable is the experimental progress towards ignition 

at the NIF facility in Livermore. So we especially acknowledge that Eduard Dewald (LLNL), 

who early in his scientific career did research at GSI-Darmstadt, contributed with a paper on 

‘Progress towards Indirect Drive ICF Ignition at NIF’ to this report. 

Since this is a new start, we encourage all contributors and interested scientists to advise us to 

improve this report und participate in future editions. 

�

With kind regards, 

Karin Weyrich, GSI (editor) and       Dieter HH Hoffmann, TUD (co-editor) 

January 2015 
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High Energy Density Research at the future project HIAF in China 

Y. Zhao, R. Cheng, Y. Wang, X. Zhou, Y. Lei, Y. Sun, G. Xu, J. Ren, Z. Zhang and G. Xiao
 

IMP, Lanzhou, China, email: zhaoyt@impcas.ac.cn 

After successful construction of the CSR (Cooling 

Storage Ring) in Lanzhou, a large scale scientific research 

platform, named the High Intensity heavy-ion Accelerator 

Facility (HIAF), was proposed with regard to new trends 

and developments in nuclear physics and the associated 

high energy heavy ion research fields. The proposed plat-

form will be one of the 16 approved projects for basic 

sciences and technologies as the 12
th

 five-year-plan in 

������ it will be a laboratory open to the outside world, 

similar to CSR which was built as the 9
th

 five-year-plan in 

China [1]. The HIAF complex, as shown in Fig. 5, in-

cludes a SECR (Superconductive Electronic Cyclontron 

Resonance) ion source, an ion linear accelerator (i-Linac), 

a Booster Ring (BRing), a Spectrometer Ring (SRing), a 

Compression Ring (CRing) and about 8 experimental 

terminals.  

Figure 1: Layout of the HIAF complex and the two termi-

nals for HEDP research 

 

Since both BRing and CRing can produce high-energy 

and high-intensity ion beams, two terminals for HEDP 

(High energy density physics) research were proposed at 

HIAF, one for crossing (T1) and the other for colliding 

(T2) of the beams from BRing and CRing at the target 

area. Due to the budget limitation and technique challen-

ges, only T1 is included in the first stage of the HIAF 

project, and more details are shown in Figure 2. The high 

energy density matter will be generated by the beam from 

CRing and be diagnosed by the proton radiographic beam 

from BRing. Besides, high energy electron radiography 

[2] was also proposed to act as a potential diagnostic tool 

in the HEDP experiments at HIAF. Main topics of HEDP 

at HIAF will include for example, the properties of WDM 

and the related hydrodynamic instabilities, planetary 

sciences, beam-plasma interaction, fast flyers driven by 

intense ion beam, target physics associated with ICF and 

the related accelerator physics and technologies.  

In comparison to FAIR, the power of the final beam for 

driving an HED sample at HIAF will be improved due to 

the design in particular in the following aspects: 1: higher 

energy of the injection beam from the i-Linac, ensuring a 

higher space charge limit; 2: the larger acceptance of the 

booster ring; 3: the powerful electron cooler in CRing, 

ensuring a better focusing and better compression.  

                 
Figure2: Crossing Terminal @ HIAF 

 

The key parameters related to HEDP research at HIAF 

and other advanced heavy ion drivers are listed in Table 

1, where E0, N, Etotal, Sf, t and E� is the particle energy, 

the beam intensity (unit, ppp), the total beam energy per 

pulse, FWHM of the beam spot, the pulse duration and 

energy density in a lead target (J/m
3
), respectively. 

Table 1. Key parameters related to HEDP research at 

HIAF and other heavy ion drivers (for uranium beam). 

 SIS-18  FAIR(Ph-I)  HIAF (Ph-I)
a
 

E0  0.4GeV/u 1 GeV/u  1.1 GeV/u  

N  4×10
9
 4×10

11 
 1×10

12 
 

Etotal  0.06 kJ 15 kJ  41 kJ  

Sf  ~1 mm ~1 mm  1 - 0.5 mm  

t  130 ns 50 ns  130 - 30 ns  

E�  2×10
10

  2.4×10
12 

 6-24×10
12 

   

a 
The upper limit may rely on the budgets of HIAF. 
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Heavy-Ion Collisions and Dense Matter Physics at the NICA facility 
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Fig. 1: NICA domain for the exploration of the QCD 

phase structure 
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Fig. 2: Layout of the NICA facility with its main 

components 
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budget. All this provides main confidence of the NICA 

project realization. 

For many decades JINR participates in all major 

particle physics experiments with intellectual and 

financial contributions (CERN, FNAL, BNL, DESY, GSI, 

FZJ, INFN, IN2P3, GANIL, PSI, and others). Besides the 

professional experience, the JINR has created a variety of 

educational programs for training the young generation of 

scientists. Particularly strong are the ties with the FAIR 

program and its development from which synergy effects 

arise. This potential forms the intellectual basis for the 

NICA project with its experiments BM@N and MPD.  

The experiments at NICA are prepared by the 

international collaborations. JINR as an international and 

intergovernmental institution provides an excellent basis 

for their activity. Besides this, strong international 

research alliances are already formed for support of the 

NICA construction. The NICA project realization 

attracted international interest indicated in the list of 

official protocols of bilateral cooperation. The proposed 

physics at NICA is collected in the NICA White Paper, 

which comprises contributions from 140 scientists of 70 

institutions in 24 countries at present: 

 (http://theor.jinr.ru/twiki-cgi/view/NICA/WebHome). 

The NICA complex will provide unmatched possibility 

to carry out experiments for studying hot and dense 

nuclear matter under extreme conditions, which are not 

available at other accelerator centers around the world in 

the energy region optimal for this task. The relevance and 

high significance of the scientific program agenda of the 

NICA project is proved by the investigations under 

implementation at the RHIC collider (USA) and also by 

the research program at the accelerator complex FAIR, 

which is under construction at Darmstadt (Germany). The 

FAIR accelerator complex is complementary to NICA 

with respect to the range of energies and the beginning of 

operation, but it uses the different method – extracted ion 

beams on the fixed targets. In opinion of the international 

scientific community and in accordance with the 

established practice, the competiveness of independent 

projects is the guarantee of reliability of the obtained 

results.  

The infrastructure of the project within the Laboratory’s 

territory includes the distributed system of collective use 

of the accelerator complex, experimental facilities, taking 

and processing large amount of experimental data, the 

supply system of the complex. The infrastructure involves 

provision for necessary conditions for efficient collective 

work of scientists and specialists, representatives of 

dozens of states from research institutes from around the 

world, which are involved in the scientific and innovation 

programs implementation. 

The presence of an international research center with 

the advanced complex of unique modern facilities aimed 

at fundamental and applied research in Russia will 

encourage the formation of a new focus of interests for 

the talented youth from around the world. 

Megaprojects such as experiments at the Large Hadron 

Collider and the collider NICA require development of a 

distributed data-processing network (so called GRID). It 

enables scientists to work with experimental data at all 

stages of experiments not only at the place of an 

experiment performance but at all collaborating institutes 

and research centers provided that they are integrated into 

the GRID system. Such a system is under active 

development at JINR. 

As a result of the NICA project implementation a 

unique, unparalleled complex will be created comprising 

linear accelerators, several superconducting accelerator 

rings and experimental setups, which are based on 

advanced technologies. 

Thus, the NICA complex construction and the 

implementation of its research program will allow Russia 

and the JINR member states to participate on equal terms 

in the development and implementation of the world’s 

joint program on research with heavy ion and high energy 

polarized particle beams and will provide favorable 

conditions for the complex’s natural integration into the 

world’s research infrastructure. 
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Introduction  

Nazarbayev University in Astana, Kazakhstan is plan-

ning to build a new accelerator facility for studying 

WDM/HEDP physics as part of their inertial fusion ener-

gy research program. This new accelerator, named as 

Nazarbayev University Research Accelerator (NURA), is 

conceived to be an induction linac with architecture simi-

lar to the NDCX-2 (Neutralized Drift Compression eX-

perimet) at LBNL [1]. In some ways different than 

NDCX-2, the initial NURA conceptual design will use 

helium ions instead of lithium ions, and optimized with 

electrostatic quadrupole focussing instead of pulsed sole-

noids.  This paper provides a brief description of the beam 

line and updated design considerations. More details can 

be found in Reference [2].  

 

The Beam Parameters 

Our goal is to adequately heat a mm-size spot on a mi-

crometer-thick solid target to a final temperature of 1 eV 

using a sub-nanosecond ion beam pulse [3]. The amount 

of heat required is 50 mJ.  

Recent experience at NDCX-2 found that the current 

density and durability of a lithium alumino-silicate ion 

source were unsatisfactory.  Since the Bragg Peaks for 

He+ and Li+ ions in gold are correspondingly at 1.25 

MeV and 3 MeV, a helium beam machine will require less 

kinetic energy but more ion charge on target. Heating of 

the foil material is uniform if the ion beam pulse is rela-

tively short compared to the hydrodynamic expansion 

time of ~ 1 ns.  For a 1.2 MeV helium ion, ~700 keV is 

deposited uniformly in a 1 µm foil, and the ion will exit 

with a remnant energy of 500 keV which can be utilized 

for diagnostics. In general, there can be a range of target 

temperatures and densities achieved depending on target 

composition and focal spot intensity profile.  

In comparison to the original NDCX-2 parameters (40 

nC of Li+ at 3 MeV), NURA will produce 70 nC of He+ 

at 1.2 MeV.  For design purpose, we assume a transverse 

normalized emittance of ~ 1 � mm�mr from the ion source 

and may increase up to 2x as the beam is transported 

through the linac.  For longitudinal emittance, the initial 

beam pulse length is a few hundred ns at the ion source 

and will be compressed during acceleration and neutral-

ized drift compression to less than 1 ns at the target [4]. 

The beam current at the ion source would be 250 mA with 

a pulse length of 280 ns. 

The Linac Design 

NURA can adopt an ESQ injector similar to the one for 

the earlier ELISE project [5] which had demonstrated 

0.46 A of K+ ion beam current at 1.8 MeV using a 10-cm 

diameter hot plate ion source (later increased to 0.8 A 

when using a 17-cm diameter source).   

The induction cells used in NDCX-2 were refurbished 

from the previous ATA machine by replacing the original 

dc solenoid with pulsed solenoid, but keeping the ferrite 

core unaltered. The maximum bore diameter is 22.2 cm, 

which will be used as the ground pipe diameter for de-

signing NURA’s ESQ modules.   The standard rule of R/a 

= 1.146 is used where R is the quadrupole electrode radius 

and a is the aperture radius. At this ratio, the dodecapole 

component of the focusing electric field is zero.  The re-

sult is an aperture radius of 4.0 cm. The half-lattice period 

is 27.9 cm based on the ATA cell housing length, thus the 

length of the quadrupole rods can be 15 cm to provide an 

ESQ occupancy ratio of 54%. 

As the helium beam is accelerated from 0.5 MeV, 0.25 

A, 0.050 µC/m (at the injector exit) to 1.2 MeV, 1.25 A, 

0.15 µC/m (at the end of accelerator), the corresponding 

quadrupole voltages will increase almost linearly from +/-

30 kV to +/- 63 kV. Therefore, the quadrupole rods should 

have a clearance spacing to ground potential of up to 2 cm 

to prevent electrical breakdown.  There is a 6 cm axial 

spacing to allow for electrical connections in each mod-

ule. The field from the accelerating gap is partially shield-

ed from the quadrupole field by limiting the aperture size 

at the ground plates.       

There will be 12 induction cells in the linac. The first 5 

pulsers will deliver voltage ramps (0-->Vmax) where 

Vmax=110, 112, 114, 116, and 118 kV. The next 4 pulsers 

will deliver flat-top constant voltages of V= 60, 60, 60, 

and 50 kV. Then the 3 remaining pulsers will deliver re-

verse ramps (Vmax-->0) where Vmax=110, 120 and 140 

kV. This accelerating schedule will accelerate the ion 

beam from 0.5 MeV (injector output) to 1.25 MeV while 

compressing it from 280 ns to 56 ns before reaching the 

Final Focus Section. 

 

 

Figure 1:  Velocity tilt profile for the NURA accelerator. 

The vertical thin lines show the locations of the gaps (nar-

row spaces) and quadrupoles (wider spaces).  
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The “velocity tilt”, defined as �V/V, with the beam 

bunch tail going faster than the head, peaks at 37% for 

beam compression and then reduces to 8% when exiting 

the linac going into the neutralized drift compression sec-

tion.  The velocity tilt history is shown in figure 1. Figure 

2 shows the beam pulse length being compressed from 

280 ns to 56 ns, thus a corresponding 5 times increase in 

beam current from 0.25A to 1.25A.  

 

Figure 2:  Compression of beam pulse length in the linac. 

The preliminary physics design presented here does not 

include detailed accelerating waveforms, therefore we 

estimate the longitudinal dynamics based on the experi-

ence from NDCX-2 physics design.  With a velocity tilt of 

8% at the end of the accelerator, i.e., when entering the 

Neutralized Drift Compression section, it will take 700 ns 

for the beam to compress from 56 ns to 0.5 ns. At 1.2 

MeV, a helium ion will travel a distance of 5.32 m in 700 

ns and the corresponding beam bunch length when enter-

ing the neutralized section is 43 cm.  Adding another 20 

cm for the length of the final focus solenoid, therefore a 

total length of 6 m of Neutralized Drift Compression sec-

tion is required. 

 

 

Figure 3:  Using a 5-T solenoid for final focusing 

 to a spot radius of 0.5 mm. 

It can be calculated that a 20 cm long, 5 Tesla solenoid 

can be used to do the final focusing of a neutralized, 1.2 

MeV helium beam of ~2 cm radius, with a normalized 

emittance of ~2 �-mm�mr (80 �-mm�mr unnormalized) 

down to a final spot radius of 0.5 mm. In this case, the 

aperture radius of the solenoid should be about 3 to 4 cm 

to avoid non-linear fields. The beam envelope is shown in 

figure 3 

Alternate Concepts 

Since the point design as described above did not use 

the maximum available volt-seconds for acceleration, or 

use the maximum quadrupole voltages (near breakdown 

limits), there is room to modify the design to match other 

target materials and other ion beam species in order to 

achieve desirable WDM conditions. The base design can 

also be modified to consider other types of injectors or 

focusing elements. 

At present, we are also considering accelerator architec-

ture based on the single-gap pulsed-power designs of the 

earlier Light-ion Fusion Project [6].  This option can 

reach high power areal densities to heat up thicker targets 

to WDM conditions in a compact configuration and pos-

sibly at a modest cost.  

Summary 

A research facility at Nazarbayev University, Kazakh-

stan, called “NURA”, is currently being designed for 

studying WDM/ HEDP. The machine is similar to NDCX-

2 at LBNL by using an induction linac, but with the dif-

ferences of using helium ions and ESQ beam transport. It 

will be designed to allow the flexibility of adding laser 

heating beam in combination with the ion beam.    

The linac consists of a 1.25 m long 500 kV injector, a 6 

m long 1.2 MV induction linac, and a 6 m long neutral-

ized drift compression section.  The preliminary design 

shows the potential that 70 nC of He+ ions can be accel-

erated to 1.2 MeV and compressed to a 0.5 mm spot radi-

us and 0.5 ns pulse length for heating a 1 µm gold foil to 

above 1 eV.   It is hoped that with more optimization (e.g., 

running WARP-3D simulations to acquire a more dynam-

ic acceleration schedule customized for the short beam 

pulse), the performance can be further improved. 
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A primary goal of the Inertial Confinement 

Fusion (ICF) Program on the National Ignition 

Facility (NIF) is to implode a low-Z capsule 

filled with 0.2 mg of deuterium-tritium (DT) 

fuel with > ~370 km/s velocity via laser indirect 

drive ICF and demonstrate fusion ignition and 

propagating thermonuclear burn with net fusion 

energy gain (fusion energy/laser energy >1). 

This requires assembling the DT fuel at implo-

sion stagnation into a dense ~1000 g/cc shell 

with an areal density of ~1.5 g/cm
2

surrounding 

a lower density hot spot with ~10 keV tempera-

ture and ~ 0.3 g/cm
2
 areal density. 

On the NIF, prior to performing high yield 

DT implosions, a suite of precision experiments 

using DT capsule surrogates are assessing cru-

cial parameters for ignition such as imploding 

capsule shape, shock timing, implosion velocity 

and the ablator-fuel mix. The 2009-2012 Na-

tional Ignition Campaign (NIC) focused on de-

veloping and improving these experiments and 

on assessing the performance of high conver-

gence (>40) low fuel adiabat implosions of 

plastic (CH), DT-filled capsules driven by a 4-

shock laser pulse (Fig. 1) [1]. 

These experiments, despite reaching 80-90% 

of required parameter values for ignition, have 

shown typically only ~ 1-10% of the predicted 

DT yield. The low yield was attributed to abla-

tion front instabilities, causing fuel-ablator mix 

and asymmetry reducing the hot spot pressure.  

Recent experiments have employed a different 

ÒHigh FootÓ, higher adiabat, 3-shock laser pulse 

to drive the same target. These implosions with 

relaxed convergence (~ 35) have shown low 

mix and have resulted in performance similar to 

calculations with record neutron yields that in 

some cases have exceeded the kinetic energy 

coupled to the DT fuel [2]. They have also 

demonstrated a significant contribution of !-

particle self-heating to the yield - a crucial step-

ping stone in our quest towards fusion ignition 

[2] (Fig. 1). 

Figure 1. Neutron yield and energy delivered to fuel 

of NIC and HiFoot DT implosions [1], [2]. 

Further increases in capsule performance will 

require higher convergence and higher velocity 

implosions with improved symmetry while 

maintaining low mix. Focused physics experi-

ments are underway to better understand key 

target physics to chart a path forward.  Some of 

these paths consider laser pulse adiabat shaping, 

diamond (HDC) and beryllium ablators as well 

as hohlraums with alternate geometries. This 

talk highlights a summary of past and future 

ICF studies on the NIF. 

*This work was performed under the auspices of the 

U.S. Department of Energy by LLNL under Contract DE-

AC52-07NA27344. 
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Recent experiments are entering a !-heating regime 
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In this report we introduce the Kumgang laser and 

its current status. It is a 4 kW beam combination laser 

combining four 1 kW beams using self-phase con-

trolled stimulated Brillouin scattering phase conjugate 

mirrors (SC-SBS-PCM). If the Kumgang laser func-

tions successfully, it will be the most important step 

towards a Dream laser, a hypothetical laser with un-

limited power and a high repetition rate  

Beam Combination Laser 

Beam combination can contribute to the development 

of high-power, high-repetition-rate lasers. There are two 

main lines of research in beam combination, namely beam 

combination of fiber lasers and beam combination of bulk 

lasers. Bulk lasers have higher output power and a rela-

tively small number of lasers are needed to achieve high 

power and a high repetition rate. But the high-power bulk 

lasers tend to have lower beam quality than the fiber la-

sers. To coherently combine bulk lasers, one should flat-

ten the wavefront of the combining beams via active con-

trol or passive control. Double-pass amplification with the 

stimulated Brillouin scattering phase conjugate mirror 

(SBS-PCM) as the back reflector is a simple passive 

method to control the wavefront of the combining beam. 

But the phase of the reflected beam from the SBS-PCM is 

inherently random. 

H. J. Kong, the main author of this paper, proposed the 

simplest technique for controlling the phase of an SBS-

PCM[1]. A beam combination laser using this �self-phase 

controlled� SBS-PCM (SC-SBS-PCM) is indefinitely 

scalable because the combining beams are not optically 

interconnected. 

Kumgang Laser 

A project for a 4 kW beam combination laser system 

using SC-SBS-PCMs began in 2012 and the laser is called 

�Kumgang�, meaning diamond (or very important) in Ko-

rean[2,3]. Four sub-beams, each with an energy of 0.1 

J/10 ns pulse width and a repetition rate of 10 kHz, are 

coherently combined to produce an output beam with an 

energy of 0.4 J. It is a master oscillator power amplifier 

(MOPA) system and all of its pre and main amplifiers are 

diode-pumped Nd:YAG amplifiers. The project will be 

completed by the end of 2015 and its first application will 

be a patterned 2D laser cutting of printed circuit board 

(PCB) substrate. 

 Figure 1: The schematic diagram of the Kumgang Laser. 

Figure 1 shows the schematic diagram of the Kumgang 

laser. The front end consists of a CW laser-diode master 

oscillator, an acousto-optic modulator (AOM) for 10 kHz 

pulse generation, fiber-based amplifier(s), and a regenera-

tive amplifier for boosting the power. The average output 

power of the front end is 5 W [0.5 mJ/10 ns/10 kHz]. Di-

ode-pumped Nd:YAG amplifiers in the pre-amplifier 

stage amplify the beam in a double-pass configuration. 

The output beam of the pre-amplifier stage has a power of 

200 W [20 mJ/10 ns/10 kHz].  

The coherent beam divider/combiner divides the beam 

from the pre-amplifier stage and combines the beams af-

ter amplification through the main amplifier stage. The 

volume Bragg grating (VBG) is currently being re-

searched. A polarization beam splitter (PBS) will be used 

before the VBG is developed. 

The main amplifier stage is composed of a diode-

pumped Nd:YAG amplifier chain and an SC-SBS-PCM. 

When completed, each divided sub-beam from the coher-

ent beam divider/combiner will be amplified to 1 kW with 

a double-pass configuration. After the coherent combina-

tion, the final output beam will have an energy of 400 mJ 

per pulse with a pulse width of 10 ns and a repetition rate 

of 10 kHz, making the average output power 4 kW. 
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We have commenced experiments with intense short 

pulses of ion beams on the Neutralized Drift Compression 

Experiment (NDCX-II) at Lawrence Berkeley National 

Laboratory, by generating r < 1 mm beam spots within 2.5 

ns FWHM.  The Li
+
 ion kinetic energy is 1.2 MeV. To 

enable the short pulse durations and mm-scale focal spot 

radii, the beam is neutralized in a 1.5-meter drift com-

pression section following the last accelerator magnet.  

An 8-Tesla short focal length solenoid focuses the beam 

in the presence of the volumetric plasma near the end of 

this section before the target.   

Results from the initial tuning of the integrated acceler-

ator and drift compression section are shown in Fig. 1.  

 

 

Figure 2: Current collected by the Faraday cup at the 

focal plane.  The peak current is ! 0.5 Ampere and the 

pulse duration is 2.5 ns FWHM.  The Faraday cup has a 

<1 ns time response due to a short transit time through 

the structure and low stray capacitance.   

 

In the accelerator the line-charge density increases due 

to the velocity ramp imparted to the beam bunch in the 

accelerator [1,2].  The transverse distribution is character-

ized by a thin Al2O3 scintillator and gated image-

intensified CCD camera.  The beam distribution is peaked 

with 80% of the charge within a radius of 0.8 mm.  

To date, the charge in the compressed bunch is only 1-2 

nC since the freshly refurbished Li
+
 ion source is still 

conditioning upward toward previously demonstrated 

emission of !50 nC in !1 µs [3].  We are aiming for " 30 

nC while maintaining a small focal spot and bunch dura-

tion.  These results show that all the induction accelerator 

components are functioning as designed.  The 28 pulsed, 

accelerator solenoids operate up to 3 Tesla.  The compres-

sion and acceleration waveforms of the 12 induction cells 

are driven by pulse forming networks or Blumlein trans-

mission line pulsers.  The Blumleins supply up to 200-kV, 

70-ns pulses to the induction cells and associated acceler-

ation gaps, providing most of the acceleration in 5 cells.   

The scientific topics to be explored are warm dense 

matter, the dynamics of radiation damage in materials [4], 

and intense beam and beam-plasma physics including 

select topics of relevance to the development of heavy-ion 

drivers for inertial fusion energy [5].

Since the ion range is short, such beams will push mi-

cron-thick targets into the warm-dense matter state on a 

ns timescale.  Below the transition to melting, the short 

beam pulses offer an opportunity to study the dynamics of 

radiation-induced damage (ionization cascades) in crystal-

line materials.   

Diagnostics for studying the transient conditions of the 

bombarded targets may include probe laser transmission 

and reflection, time resolved spectroscopy of beam-

induced emission from the target material, and time of 

flight and energy analysis of the transmitted ions.  The 

experimental setup is flexible and the facility will be open 

to outside users in 2015. 

References 

[1]  A. Friedman et al., Phys. Plasmas 17 (2010) 056704. 

[2] W.L. Waldron, et al., Nucl. Inst. Meth. A V733 

(2014).  

[3]  P.A. Seidl et al., Phys. Rev. ST Ð Accel. Beams 15 

(2012) 040101; A.I. Warwick, IEEE NS 32 (1985) 

1809. 

[4]  T. Schenkel et al., Nucl. Inst. Meth. B V315 (2013) 

350Ð355 

[5]  R.O. Bangerter, A. Faltens, P.A. Seidl, Reviews of 

Accelerator  Science and Technology V6, 85-116 

(2013).  

 ____________________________________________  

* This work was supported by the Office of Science of the US Depart-

ment of Energy under contract no. DE-AC02Ð05CH11231. 
#cee@aps.anl.gov 

10



Status of the Figure-8 Storage Ring - F8SR Project

J.F. Wagner∗1, A. Ates1, M. Droba1, O. Meusel1, H. Niebuhr1, D. Noll1, and U. Ratzinger1

1Goethe University Frankfurt, Frankfurt am Main, Germany.

The F8SR project for beam storaging of high currents

(1-10A) in the low energy range (150keV-1MeV) is in on-

going development. R&D concentrated on ion filter exper-

iments and beam instrumentation as well as particle simu-

lations in strong longitudinal magnetic fields.

Figure 1: F8SR - latest design.

The scaled down room temperature experimental setup

[1] was upgraded with a new type of ion filter system and

a second injector [3]. For the filter system a solenoid was

combined with a drift tube and an aperture flange at its end.

Using the focussing of the solenoid one can adjust the fo-

cal point of a desired ion species to match the aperture,

e.g. H+,H2+,H3+. The beam loss of the undesired ion

species can be measured due to the loss current at the insu-

lated drift channel. Therefore one gets information about

the beam constituents comparing these losses with Faraday

Cup measurements in front of the ion source and right be-

hind the aperture, see fig. 2. With the second injector and

the filter system the objective will be performing injection

experiments.

Figure 2: left: Filter channel setup; right: Hydrogen beam

current measurements.

The designed non destructive photodiodes detector [2],

see fig.3, for high magnetic fluxes was enhanced due to an

automized analog-to-digital data aquisition interface (ms

range) and a beam reconstruction signal transformation

method. Experimental results were able to determine the

∗ j.wagner@iap.uni-frankfurt.de

transverse ion beam position and roughly the size within

seconds.

Figure 3: Design view of the photodiodes detector.

The simulation studies for the latest superconducting

coil design, see fig.1 adressed the injection concept and

higher order field errors. Particle simulations in superposi-

tion of the longitudinal magnetic field with multipole fields

showed channels of stable beam transport and loss areas.

Figure 4: left: Multipole error simulations; right: Proposed

injection scheme.

Further more a hyperbolic injection channel was investi-

gated to compensate undesired particle gyrations and drifts.

For the injection system simulations of a electromagnetic

ExB kicker were performed to estimate the beam behaviour

concerning beam shift and beam potential, see fig.5,[3].

Figure 5: Estimated ExB kicker drifts.
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Commissioning of the PRIOR prototype∗
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PRIOR (Proton Microscope for FAIR) is one of the

three frameworks proposed by the HEDgeHOB collabo-

ration for the future experiments at FAIR. This world-

wide unique high energy proton microscopy (HEPM) facil-

ity will be integrated into the HEDgeHOB SIS-100 beam

line and employ high energy (3 − 10GeV), high intensity

(2.5 · 1013 ppp) proton beams for fascinating multidisci-

plinary research such as experiments on fundamental prop-

erties of materials in extreme dynamic environments gener-

ated by external drivers (pulsed power generators, high en-

ergy lasers, gas guns or HE generators) prominent for ma-

terials research and high energy density physics as well as

the PaNTERA (Proton Therapy and Radiography) experi-

ment, with a great relevance to biophysics and medicine.

Recently, as a result of the international effort of a team

of scientists from GSI, LANL, ITEP and TUD a PRIOR

prototype has been designed, constructed and installed at

the HHT area of GSI (Fig. 1(left)). The PRIOR pro-

totype employes high-gradient NdFeB permanent magent

quadrupole (PMQ) lenses developed by ITEP and provides

a magnification of ≈4−5 with a field of view of ≈15mm.

Figure 1: The PRIOR prototype PMQ lenses (left) and the

UEWE setup (four high-current generators placed around

a small explosion chamber) followed by the four PRIOR

lenses (right) installed at the HHT area of GSI.

The detector (image collection) system developed by

LANL was installed in the newly constructed concrete-

shielded detector room ≈ 9m downstream the target lo-

cation. With a pellicle / mirror arrangement, the system

employes two cameras simultaneously: a high resolution

(4 Mp) CMOS camera (PCO DIMAX HS) used mainly for

static experiments and a fast intensified CCD camera (PCO

DICAM PRO) for dynamic measurements. 10 × 10 cm
columnar CsI and plastic BC-400 scintillators were in-

∗Work supported by GIF grant No. 1132-11.14/2011, BMBF grants

No. 05K10RD1 and 05P12RDRBK, and FRRC research contract No. 29-

11/13-17.

stalled for static and for dynamic measurements, respec-

tively.

Figure 2: Tantalum step wedge object on a target table (left)

and PRIOR proton radiographs (right) of the identical cop-

per and tantalum step wedge objects (0.56mm, 2.06mm,
4.07mm and 6.05mm step thicknesses).

Figure 3: A small women mechanical wrist watch (left)

and its proton radiograph (right) obtained with the PRIOR

prototype using a 3.6 GeV SIS-18 proton beam at GSI.

In April 2014, an experimental campaign for the com-

missioning of the PRIOR prototype employing 3.5 −

4.5GeV, moderate (108−109 ppp) intensity proton beams

from the SIS-18 synchrotron took place at GSI. In these ex-

periments a large set of small static objects including step

wedges (Fig. 2) and sets of wires made of different met-

als, resolution and matching tuning targets as well as some

fancy objects (Figs. 3 and 4) were used in a vacuum target

chamber equipped with a 6-axis manipulator. As a result of

these experiments, an rms spatial resolution of the proto-

type of about 30µm with a remakrable density sensitivity

has been demonstrated. It has also been shown that with
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Figure 4: A presta valve from a bicycle inner tube (left) and

a PRIOR proton radiograph of its central part (right). One

can clearly see the engagement of the threads as well as the

valve stem and the details of how this valve is seated.

a sufficient proton beam intensity (1010 − 1011 ppp) and

by using a fast plastic scintillator in the detector system,

one can achieve 10 ns or better temporal resolution without

significant degradaton of the imaging properties.

Figure 5: UEWE water filled target chamber. A thin ex-

ploding wire (red) in the center of the chamber is illumi-

nated from one side by a proton beam for HEPM measure-

ments, and from the other side — by an optical backlighter

for shadowgraphy diagnostics.

For the dynamic commissioning of the PRIOR proto-

type, a new pulsed power generator had been developed by

Technion and GSI (see Fig. 1(right)). This generator (up

to 50 kV, 12.5 kJ stored energy) was designed to generate

warm dense matter states of various metals by underwa-

ter electric wire explosions (UEWE) for equation of state

studies. A metallic wire (30 − 50mm length, 0.1 − 1mm
diameter) is placed in the middle of a ≈11 cm diameter ex-

plosion chamber (Fig. 5). The wire is quickly heated by a

pulsed electric current (≈200 kA, 1.5− 2µs rise time) to a

dense plasma conditions with about 2− 3 eV temperature.

In addition to the HEPM measurements with the PRIOR

prototype, an optical shadowgraphy setup consisting of a

450 nm, 4 W fiber-coupled laser diode backlighter, two

fast intensified CCD cameras and a streak camera has been

installed for target diagnostics. A special effort has been

taken to design water shock dumpers in order to minimize

the amount of material used to separate the UEWE explo-

sion chamber and the vacuum (10−3 mbar) PRIOR beam

line as well as the water layer thickness in the proton beam

direction (see Fig. 5).

In July 2014, a new experimental compaign aiming com-

missioning of the PRIOR prototype for dynamic experi-

ments took place at GSI. In comparison with the April

2014 run, the proton beam intensity has been increased by

more than two orders of magnitude (up to 1011 protons per

pulse) and a new beam diagnostics for high energy protons

(scintillator screens and cameras) has been integrated into

the HHT beam line to ensure a good beam alignment and

matching.

The dynamic PRIOR experiments have been carried

out using the developed UEWE setup. In these experi-

ments, a pulsed current (≈ 40MA/cm
2
, 5GW deposited

power) run through a tantalum wire (0.8mm diameter and

40 − 50mm length) generating this way warm dense mat-

ter states charactarized by specific energy deposition level

about 10 kJ/g and ∼km/s expansion velocities. An exam-

ple of the proton radiography measurements of an explod-

ing tantalum wire in shown in Fig. 6. In total, about twelve

successfull dynamic shots with the PRIOR prototype has

been made. In these shots, we have varied the power de-

posited in the 0.8mm Ta wires as well as the time moment

of the proton radiography imaging. The obtained data is

currently being processed and analyzed.

Figure 6: Proton radiographs (20 ns temporal resolution)

of a tantalum wire in water before shot (left) and dur-

ing the explosion (right) driven by the UEWE generator

(≈ 10 kJ/g specific energy deposition in Ta).

As an unexpected result of the commissioning experi-

ments, we have observed a considerable image degradation

caused by the radiation damage of the PMQ lenses (the

reduction of the quadrupole strength and increased high-

order multipole components) due to large fluences of spal-

lation neutrons which are mainly produced in the tungsten

beam collimator located in a close proximity to these per-

manent magnets. We have also performed special measure-

ments and simulations to study this phenomenon. For the

future applications of the PRIOR magnifier at FAIR where

much higher proton beam intensities are expected we sug-

gest to either consider using the samarium-cobalt (SmCo)

PMQ magnets or, better, to design and employ high-

gradient small-apperture radiation-resistant warm electro-

magnets. The corresponding desing study on the final

construction of PRIOR for experiments at FAIR has been

started.
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Introduction

High energy proton microscopy (HEPM) is an imaging

diagnostic technique to probe inner structure of high den-

sity materials. To aquire images by HEPM, it is neces-

sary to convert the image information encoded in the proton

beam to photons that can be registered by a camera. More-

over, to achieve a nanosecond time resolution, this has to

happen on the same timescale.

The common converter in any HEPM setup is a crystal

scintillator screen, usually easy to handle cesium iodide

(CsI, τ=1000 ns) or lutetium orthosilicate (LSO, τ=50 ns).
Each image taken from a faster process will look blurred.

To reach a time resolution below that, plastic scintillators

have been studied, which are presumed to be not radiation

hard but have a decay time τ on the level of 1 � 4 ns.

Plastic scintillator tests

A test piece of 5 × 5 × 0.1 cm BC�400 plastic scintilla-

tor has been irradiated with a 800�MeV proton beam at the

proton radiography setup at the Los Alamos National Lab-

oratory. A sequence of more than 400 images was taken,

each image roughly corresponding to a incoming pulse of

about 109 protons.

To quantify degradation during the experiment, light output

and spatial resolution on a test object that was imaged on

the scintillator have been looked at, both not showing any

kind of degradation within the precision of the experiment

(see [2] for more details). This lead to the use of plastic

scintillators to study dynamic experiments with PRIOR at

GSI (see [1]).
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Figure 1: Evolution of spatial resolution of BC�400 under

proton irradiation (here only shown along x�axis).

∗Work supported by BMBF grants No. 05K10RD1 and

05P12RDRBK, FRRC contract No. 29-11/13-17 and MES of Russia con-

tract No 14.616.21.0023

The PRIOR detector setup

The PRIOR detector setup consists of a 10 × 10 cm CsI

or BC�400 scintillator as converter, a pellicle mirror that

re ects the light out of the area hit by the beam and two

cameras, a PCO DIMAX HS (2016 × 2016 pixels) and a

PCO DICAM Pro (1280× 1024 pixels). Both cameras can

take images simultaneously. The DIMAX with its higher

pixel number provides better spatial resolution, while the

DICAM Pro with its intesi!ed CCD provides the prossibil-

ity to take images with high time resolution of down to 5 ns

via gating. Fig. 2 gives an overview of the setup at PRIOR.

Probing the bunch structure of the SIS�18

Before starting to set up experiments that require high

time resolution, the feasibility to reach this time resolu-

tion was demonstrated by catching single bunches (or 10 ns

parts of them) as they are extracted from the SIS�18 syn-

chrotron that provides the proton beam for PRIOR (bunch

width ≈50 ns FWHM). This lead also to the discovery of

what causes the slightly irregular beamshape observed dur-

ing the !rst commissioning experiments with PRIOR. Fig.

2 shows an image of each of the 4 bunches, the last one

being clearly off axis compared to the others.

Overall it could be demonstrated that PRIOR is capable of

recording high resolution images with exposure times of

10 ns and below.
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Figure 2: Left: Detector setup with scintillator and cam-

eras. Right: Transversal beam pro!les on the scintillator.
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In general, high energy density matter can only be tran-

siently produced in the laboratory on a time scale of na-

noseconds. In addition, the pressure in a high energy 

density sample exceeds 1 Mbar (100 GPa), thus the hy-

drodynamic response of the sample is a high expansion 

velocity in the range of km/s (or μm/ns). Therefore diag-

nostics which are capable of high time resolution (< ns) 

and high space resolution (<10μm) are needed. Here we 

present a scheme that uses a high energy electron beam as 

a probe for dynamic imaging measurements of high ener-

gy density processes in materials with spatial, temporal 

resolution and frame rate in order of 1 μm, 1ps and 10
10

 

FPS, respectively.  

The device uses an electron bunch train with a flexible 

time structure, which can be produced by an e-LINAC 

(electron Linear Accelerator). A typical electron LINAC 

(e-LINAC, electron Linear Accelerator) is shown sche-

matically in Figure 1. Beams with bunch intensity ranging 

from a few pC to 100 nC, and bunch length of 1ps even 

less can be generated, operating at RF frequencies in the 

1-12 GHz range. A mode locked laser is used to produce a 

train of several electron bunches, with bunch interval as 

short as 100ps. State of the art technology allows the 

electron beam timing to be locked to a master clock with 

a timing jitter less than 1 ps. Normalized emittances from 

RF guns are typically 1 mm-mR/nC with about 1 % ener-

gy spread, which is suitable for high spatial resolution 

required in radiographic studies. The beam energy can be 

increased easily from a few MeV to GeV by adding more 

accelerating sections without any impact on the other 

beam parameters. Details can be found in [1]. 

 
Fig. 1. A typical RF photocathode electron LINAC 

 

With a flexible beam from such an e-LINAC, one can 

easily generate a bunch group of 3 or more electron 

beamlets separated by one or more RF periods. As shown 

in Figure 2, in order to image a target in the 3 orthogonal 

directions, here 3 beamlets will be set in one bunch group. 

When the beamlets exit the accelerator, they can pass 

through a 1/3 harmonic deflecting cavity and separate into 

three directions. With a septum magnet and achromatic 

matching beam lines, the three beamlets are then deliv-

ered to the target and image it in three orthogonal direc-

tions simultaneously. In addition, a second and third 

bunch group can be generated at arbitrary time delays and 

used for a time evolution study of the HEDP target to ps 

accuracy. Since it is not easy to find such a fast imaging 

screen with reasonable high fluorescence conversion 

efficiency in addition to such a rapid CCD camera for 

recording the sequence of the images, a new design simi-

lar with a streak camera is proposed as shown in the right 

hand side of figure 2. An RF deflector could be intro-

duced after the magnet imaging system for spatially sepa-

rating the images of individual time, sampling electron 

beamlets to different transverse positions on the screen. 
 

 
Figure 2. Initiative design for untra-fast 3D or multi-

frame imaging system 
 

In order to illustrate the system concept design and to 

guide a system test experiment, numerical simulations 

have been carried out, which show that for densities in the 

range up to 10
2
 g/cm

3
, or thickness up to several g/cm

2
, an 

electron beam consisting of a train of ~ 800 MeV electron 

bunchlets with charges of ~ nC is suitable [2]. Successful 

demonstration of this concept will have a major impact 

for both future fusion science and high energy density 

physics research at HIAF (High Intensity heavy-ion Ac-

celerator Facility, see ref. [3]) or elsewhere.   
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Introduction

For accelerators the traditional stripping methods are

gas strippers and foil strippers. Unfortunately, the gas

stripper owns a long lifetime but low stripping efficiency

whereas the foil stripper exhibits is exact contrary be-

haviour. Hence, a compromise has to be made between

the long lifetime and the high stripping efficiency. How-

ever, a plasma stripper is able to posses a long lifetime and

a high stripping efficiency at the same time. This huge ad-

vantage is of significance for the accelerator, of course also

for FAIR (Facility for Antiproton and Ion Research).

Currently, an inductively pulsed device is applied as a

plasma stripper. Differing from the Z-pinch, this device

has no problems with electrode erosion which reduces the

lifetime of the z-pinch. The first inductively pulsed de-

vice for us is the theta-pinch manufactured and developed

mainly by C. Teske and J. Jacoby[1,2,3,4]. Unfortunately,

the beam transmission was poor at the first beam-plasma

interaction experiment in 2012[5]. Hence, beside the mod-

ified theta-pinch, an alternative inductively pulsed device

called the ”screw pinch” is also adapted for this year’s ex-

periments. In this report, we describe the beam transmis-

sion for the ”screw pinch” device as a plasma stripper.

Experiment

The configuration of the coils for the ”screw pinch” is

more complex than the theta-pinch. Imaging the discharge

situation, the current in the beginning flows simultaneously

from one side of the glass to the other side by three coils

in z-direction. Subsequently, the current will flows back

via theta-direction. And then, the current again flows to the

other side by the other three coils at z-direction. All of coils

are wrapped in plastic and are fixed by a plastic support.

For this ”screw pinch” device, two groups of two paral-

lel capacities connect in series which results in the capaci-

tance of 25 µF and the maximum operation voltage of 18

kV. In addition, a differential pumping system is installed

to match the high vacuum in the beam line. In this report

the parameters to produce the plasma are 14 kV as the op-

eration voltage and 20 Pa hydrogen gas pressure.

The pulsed beam of Au26+ with the energy of 3.61

MeV/u is adopted for our experiment. The duration for this

macro bunch is chosen as around 1 ms comparable to the

∗This work is supported by the BMBF Contract No. 05P12RFRB8;

The authors of Ge Xu, Andreas Fedjuschenko and Andreas Schönlein get

the scholarships from HGS-HIRe for FAIR.

discharge time. The beam signal after the ”screw pinch”

device is measured by a diamond detector.

Results

To determine the beam transmission quality of the

plasma stripper, the beam signal after the cold gas target

is used as a reference signal as shown in the lower plot in

Fig. 1. The gives an impression of the beam signal trans-

mission. For the next shot through the target in the plasma

state the obtained beam signal is shown in the upper plot of

Fig. 1. The beam signal after discharging does not show the

distinct discrete shape as seen in the first theta-pinch exper-

iment[5]. Further, comparing with the benchmark signal,

the beam signal after discharging does not decrease signif-

icantly which shows the good transmission for the ”screw

pinch” as a plasma stripper.

Figure 1: Beam transmissions
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Investigation of the interaction processes of ion 

beams with plasma has attracted a lot of attention 

during the last decades. Due to the strong non-linear 

effects and the special importance in ICF research, 

more and more emphasis has been given to the 

investigation for ion beams in low energy range and/or 

for plasma with high intensity. Herein we address the 

recent progress on the energy loss measurement in case 

of hundreds keV proton beams passing a 

gas-discharged plasma target.  

The plasma target was produced by igniting an 

electric discharge of hydrogen gas in two-collinear 

quartz tubes, each of 5mm in diameter and 78mm in 

length, the electrical current even up to kA will flow 

in two opposite directions in either of the two quartz 

tubes. This device could produce a hydrogen plasma 

with the line-integrated free electron density of up to 

10
17

- 10
-18

 /cm
2
, and with the temperature of around 

2 eV when the discharge current was reaching the 

maximum. 

The experiments were carried out at the HV-ECR 

(High Voltage Electronic Cyclotron Resonance ion 

source) platform at IMP, where both proton and 

heavy ion beams with an energy up to 320*q keV (q 

is the charge-state of the ions) can be provided.  

After passing through the plasma target, the ion 

beam is analyzed by a bending magnet and reaches 

a fast-gated position-sensitive detector with 

minimum gate of 10 ns (in experiments the gate was 

set as 100-1000ns to ensure sufficient statistics). 

The energy resolution of the setup is around 1%, 

depending on the beam size and the beam 

divergence (see details in ref [1, 2]). 

Figure 1 shows the experimental result of the 

energy loss for 100 keV proton beam penetrating the 

hydrogen plasma target (with initial gas pressure of 

3 mbar, and discharging high-Voltage of 3 kV) in 

terms of time after discharging, the calculated 

energy loss using the Bethe model for the plasma 

and for the cold gas in initial density were shown as 

well.  
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As we can see in the figure, the measurements of 

energy loss in plasma fit very well with the 

theoretical predictions after the discharging reaching 

the maximum, during this period the plasma 

condition is somehow more stable. However, the 

measurements were far below the predicted value at 

the very beginning of the discharging, the reason is 

still unclear, so far we consider, that the electrons in 

the target will absorb most part of the discharging 

power at the beginning so that the electron 

temperature (or the average velocity of the electrons) 

will be very high, this may cause a remarkable 

degradation of the dominating Se (electron stopping 

power).  
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Within a collaboration between CEA/CELIA and

GSI/TU Darmstadt, measurements of the energy loss of

carbon ions at a projectile energy of 0.5 MeV/u in a hot

200 eV fully ionized carbon plasma, i.e at the maximum of

the stopping power, have been performed and compared to

the predictions of different stopping-power theories [1].

In order to verify and extend these results, another expe-

rimental campaign was conducted in 2014 using nitrogen

projectile ions with an improved setup, while the simula-

tion and theory tools were refined and extended.

In the second campaign, three potential uncertainties were

eliminated. First, the random phase plate of the PHELIX

laser beam line, responsible for an intensity spike in the fo-

cus profile in the first campaign, was replaced, leading to

a more homogeneous plasma. Second, the ablation of the

deceleration foil due to the plasma radiation emission was

monitored with the help of an optical streak camera, con-

firming that it does not influence the energy-loss measure-

ments for at least the first 20 ns of the interaction. Third,

additional measurements of the non-equilibrium charge-

state distribution of the nitrogen beam were performed after

interaction with 2-40µg/cm2 carbon foils. For the charge

state selection and separation, a combination of dipole

magnets and slits was used and the data were registered

with a scintillator screen coupled to a fast Dicam-pro cam-

era (Fig.1). The obtained data enable a proper scaling of

the charge-transfer cross sections at 0.5 MeV/u and hence a

more precise calculation of the beam charge-state distribu-

tion in plasma than before. The data analysis is in progress.

Figure 1: Setup for the charge-state measurements.

Furthermore, the theoretical calculations were extended.

First, new hydrodynamic simulations of the plasma were

performed with the RALEF2D code using a more real-

istic laser focus and mesh grid in axisymmetric geome-

try [2]. Second, for the calculation of the plasma ioniza-

tion distribution, the equation of state from [3] (in local

thermodynamical equilibrium, LTE) as well as the non-

LTE FLYCHK code [4] were employed instead of the Saha

equation. As shown in Fig.2, the LTE assumption, es-

pecially when using the Saha equation, leads to an over-

evaluation of the plasma ionization and hence of the pro-

jectile charge-state value and of the energy loss, even if it

does not explain the results of [1].

Figure 2: Calculated energy loss of carbon ions as in [1],

with the Bethe-Bloch, SSM and T-Matrix schemes, de-

scribing plasma ionization with (i) the Saha equation, (ii)

the LTE data from [3] and the non-LTE FLYCHK code [4].

Third, the charge calculation is being extended for nitro-

gen projectile ions and it will benefit from the previously

mentioned charge-state measurements. Fourth, additional

recent stopping-power descriptions (BPS scheme [5]) are

being implemented for a finer theory benchmarking.

This work has been carried out within the framework

of the EUROfusion Consortium and has received funding

from the European Unions Horizon 2020 research and in-

novation program under grant agreement number 633053.
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In october 2014 new experiments measuring the

charge state distribution of Ca ions interacting with

dense weakly coupled plasma were caried out. These

experiments complete the precise energy loss measure-

ments performed 2012.

A 1 ns long, frequency doubled (λ = 527 nm) laser pulse

with a total energy of 150 J is converted in a spherical

cavity into X-rays with a radiation temperature of Tr ≈

100 eV. This Plackian radiation heats up a secondary cylin-

drical hohlraum to a radiation temperature of Tr ≈ 30 eV.

These soft X-rays are then used to heat volumetrically two

thin carbon foils into a dense plasma state. A weakly cou-

pled carbon plasma with an electron temperature of 5 eV to

15 eV and electron density of up to 5 · 1021 cm−3 and an

ionization degree of 2+ to 4+ is generated. The properties

of the primary as well as of the secondary hohlraum have

been extensively studied in the last years and a detailed dis-

cussion of the results can be found in [1]. The main finding

is, that the cylindrical hohlraum stays free of gold for about

5 ns.

Details about the experimental setup at the Z6 target area

at GSI can be found in [2, 3].

Fig. 1 shows the measured energy loss compared to two

theoretical models. The scale of the y-coordinate is nor-

malized to the energy loss in cold carbon. As it can be seen

on the ”empty hohlraum” - measurement, the gold plasma

coming from the wall, at earliest affects the ion bunches

after 5 ns. In plasma an increase of the energy loss of

+70 % is observed. Theories like the Standart Stopping

Model (SSM) or the Unitary-Convolution-Approximation

energy-loss theory (CasP) [4] predict a smaler energy loss

than measured in the experiment of only +50 % to +70 %.

Fig. 2 shows the measured charge state distribution

which indicate a small increase of the mean charge state

in plasma.
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Figure 1: Energy loss results compared with an empty

hohlraum, cold carbon and vacuum measurements. t = 0

ns indicates the beginning of the laser pulse. The gray area

the 5 ns time probing window.

Figure 2: Experimental results of the charge state measure-

ment of Ca17+ ion beam in a cold carbon foil and a weakly

coupled carbon plasma.
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B. Nagler6, A. Ravasio6, W. Schumaker6, T. Döppner5, R. W. Falcone2, S. H. Glenzer6, M. Roth1, and

D. Kraus2

1TU Darmstadt, Germany; 2UC Berkeley, USA; 3MPIPKS Dresden, Germany; 4University of Warwick, UK; 5LLNL,

Livermore, USA; 6SLAC, Menlo Park, USA

Introduction

Warm dense carbon (i. e. densities around solid density

and temperatures from several thousand to several hundred

thousand Kelvins) is interesting for the inside of our outer

ice giant planets [1] and is also important for inertial con-

finement fusion (ICF). In ICF experiments, the ablator con-

tains carbon in form of high density carbon [2].

In the laboratory, WDM conditions can be achieved by

laser driven shock waves. The final state depends on laser

drive intensity, initial carbon structure as well as its density.

One of few key diagnostics to measure WDM samples is X-

ray Thomson scattering (XRTS) which allows for obtaining

information about the microscopic structure [3].

Experiment

VISAR

variable angle

spectrometer

graphite

sample

4.5 keV or 6 keV

XFEL beam

drive lasers

each 13 J 10 ns

527 nm

source

spectrometer

Figure 1: Schematic of experimental setup: The shock

wave is driven with two lasers (each deliver 13 J, 10 ns,

spotsize 250 µm) into approx.100 µm thick carbon samples.

We measured the shock transit time with a VISAR sys-

tem by the change of reflectivity of the target rear side at

the breakout moment. A 50 fs X-ray pulse with 4.5 keV

or 6 keV photon energy probes the sample. The scattered

radiation is monitored and spectrally resolved by HAPG

spectrometers (see Figure 2).

First experiments at GSI with XRTS and laser shock

compressed carbon have been done and show that it is

possible to produce and characterize high-pressure liquid

carbon [4]. Further experiments at the Rutherford Apple-

ton Laboratory have shown that various final states can

be achieved by varying the initial density of the graphite

∗Work supported by BMBF projects 05P12RDFA1 and 06DA9043I.

US contracts DEFG52- 06NA26212 and DE-AC02-76SF00515.

sample [5]. Here we present an experiment that has re-

cently been performed at the Linac Coherent Light Source

(LCLS). The setup of the experiment is shown in Figure 1.

The use of the LCLS brings great benefits to the previous

used laser driven X-ray sources. The mayor benefits are

the small spectral bandwidth, variable photon energies, the

number of photons in a small volume and the 50 fs short

pulse. Using XRTS and LCLS as photon source we are

able to measure the ion-ion structure factor of carbon for

varying initial densities, scattering vectors and allows us

to characterize the shock compressed material. With the

shape of the inelastic scattering feature the density and tem-

perature can be determined. Figure 2 shows a spectrum of

a cold carbon sample with the different scattering features.
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Figure 2: X-ray scattering spectra from cold carbon sam-

ple: The elastic scattering profile is given by the LCLS.

The inelastic part is bound-free scattering from the K- and

L-shell electrons. The ion-ion structure factor can be de-

duced by determining the ratio of the elastic and inelastic

scattering.
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A combined hohlraum-target concept has been investigat-

ed in order to gain a high degree of plasma homogeneity 

in experiments on the energy loss of heavy ions in ionized 

matter and approach a plasma with a coupling parameter 

Γ~0.5-1. In this scheme, low density mm-thick foam lay-

ers were heated by means of X-rays generated in the gold 

hohlraum. The application of low density CHO-foam lay-

ers for plasma production has demonstrated a very high 

hydrodynamic stability of the created plasma and its uni-

formity [1]. A wide variety of diagnostic methods has 

been applied for measurements on the thermal wave 

propagation, plasma opacities and plasma self-radiation.  

         In Hydrodynamic 1-D calculations, 2 mg/cc cellu-

lose triacetate C12H16O8  of 2 mm thickness was heated 

from the right side by an  X-ray flux with the Planckian 

spectral distribution at temperature of 30 eV and 10 ns 

duration (experimental conditions), see Fig.1. For radia-

tion transport in the diffusion approximation C12H16O8 -

opacities calculated in [2] have been used. 

 
 Figure 1: Propagation of the heating front through a  2 

mm thick CHO-foam in time window from 1 to 10 ns. 

 

Depending on the hohlraum spectra and foam density two 

different scenarios of a foam target heating by X-rays can 

be realized. If the mean photon pass in plasma is shorter 

than the plasma size, optically thick case, target heating 

occurs step by step (Fig.1) via propagation of the radia-

tion driven supersonic thermal waves. If the created plas-

ma is optically thin (low target density or more energetic 

spectra of photons due to higher hohlraum temperature) 

volumetric heating takes place. 

Propagation of the radiation driven supersonic thermal 

waves has been observed experimentally using a pin-hole 

camera coupled to the 4-frame gated MCP (microchannel 

plate) [3] and imaging the CHO-foam at different times of 

the heating process. An exposition time for every frame, 

in the experiment 3-5 ns, and time delay between two 

subsequent frames can be variied. Fig. 2 shows the 

geometry of the combined target (picture left), the MCP-

chip with four imaging areas (right) and a measured time  

history of the heat-front propagating from the cylindrical 

hohlraum into the foam (center). 

 

 
 

Figure 2: 2-D image of the foam region heated to plasma 

by hohlraum x-rays in the regime of supersonic radiation 

driven heat waves, measured at different times.   

The supersonic heat wave velocity  
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is a strong function of the plasma temperature T ( in our 

case m~3) and does not depend on plasma density for 

hydrodynamic stable plasmas (ρ=const). After analyses of 

the radiation front position at different times one comes 

up with the averaged over the exposition time heat wave 

velocities and corresponding plasma temperatures.  
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In coming experiments this method will be applied for 

measurements of the plasma temperature in the time win-

dow of ion-plasma interaction.  
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For indirect homogeneous heating of low-Z triacetate-

cellulose (TAC) foam targets, used in experiments on ion 

energy loss in plasma, a large (Ø > 1 mm) soft X-ray 

source with a Planckian equivalent radiative temperature 

of 30 to 50 eV is required. In this temperature region soft 

X-rays are effectively absorbed by low Z low density pol-

ymer layers. More energetic radiation above 1 keV passes 

through the 200 µg/cm
2
 TAC-layer without attenuation 

giving no input into the process of foam heating.  

The experiments have been supported by RALEF II simu-

lations, made by S. Faik from University Frankfurt. One 

important parameter, the hohlraum temperature shows a 

heating during the shot of the laser in the first ns, it leads 

to a peak temperature of about 70 eV. After some addi-

tional nanoseconds the temperature in the hohlraum is 

homogenized and stays nearly constant for a longer time-

span (>10 ns), see figure 2a. 

Figure 1(left): The picture shows a scheme of the setup, 

with a view in the Au-Hohlraum from the same position 

as the X-ray-diode. Figure 1(right): The scheme shows 

the laser and the diode, using the same hole for heating 

and diagnostic.   

The temperature in experiment was measured by X-ray-

diodes. The X-ray-diodes are composed have either  car-

bon cathodes as well as aluminium cathodes, a grid and a 

filter. The combination of different filters allow measur-

ing the absolute photon flux in different parts of the hohl-

raum spectrum and to deduce a time-history of the hohl-

raum temperature radiation, shown for different wave-

length (see Figure 2). 

According to earlier experiments [1,2], we can assume a 

short time of 5-7 ns after the beginning of the laser pulse 

of X-ray emission and reemission. After this homogenisa-

tion the radiation fits to the normal hohlraum radiation. 

Folding the this radiation with the filters and the electron 

efficiency of the cathodes leading to different currents, 

produced by the X-ray diodes (see Figure 2). 

The described measurement assumes an absolute calibrat-

ed X-ray-diode, like the one we had. For a better verifia-

bility and a second method, we use a second X-ray-diode, 

with different filters. In this way it was possible to com-

pare the two signals in a proportional mode, which not 

necessary needs absolute calibrated X-ray-diodes. 

Figure 2 (left): Simulated temperature [keV], time re-

solved [ns] integrated over a line across the hohlraum. 

Figure 2 (right): Measured temperature [keV], time re-

solved [ns] integrated over the view line to the rear wall. 

The simulated data (see figure 2) shows a very small peak 

in the first ns, and a nearly flat temperature curve after 5  

ns. The measured curve is some eV higher in the tempera-

ture, after the homogenisation. This may be caused by the 

fact, that the X-ray-diode views a part of the laser spot. 

The important parameter, the long lasting temperature, is 

reached in the simulation and the measurement, and both 

fit together. 
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Measurements of the enhanced ion energy loss in plasma  

compared to those in non-ionized matter have been car-

ried out in the frame of the project U272. The plasma tar-

gets were produced via volumetric heating of CHO-foam 

layers (cellulose-triacetate-����� �12H16O8) by soft X-

rays. A X-ray source with close to the Planckian spectral 

distribution was generated by irradiation of a gold cylin-

drical hohlraum with the PHELIX-laser at 0.54 µm, 150J, 

1 ns, 5.10
14

 W/cm
2 

[1]. 80% conversion of the laser ener-

gy into soft X-rays with TPlanck ~ 45eV has been reached.  

Hydrodynamic stable homogeneous plasma with an elec-

tron density of  ne ~ 10
21 

cm
-3 

and 20-30 eV temperature is 

then produced in the state close to the thermodynamic 

equilibrium. This plasma is partially ionized and contains 

He-like states of Carbon and Oxygen and fully ionized 

Hydrogen ions. Calculations of the 4.7 MeV/u Ti-ions 

energy loss on free and bound target electrons in depend-

ence on plasma temperature/ionization degree (see Fig.1) 

have been done using a numerical code, described in [2].  

Figure 1: Expected energy loss of 240 MeV Ti-ions in a 

1mm thick 2 mg/cm
3
 carbon�plasma layer  in dependence 

on plasma temperature. 

The experimental set-up for the plasma production and 

ion energy loss measurements was similar to that used in 

[3]. The plasma target was probed by Ti-ions with a vari-

able delay between the laser pulse and the ion micro-

bunch. The ion velocity after interaction with the target 

was measured using a Time of Flight method. The results 

are shown in Fig. 2. Comparison of the TOF data for vac-

uum and cold target conditions results into a time of flight 

difference of 6.9 ns. After interaction with plasma layer 

the ions reached the stop detector 2.8 ns later than in the 

case of the cold target, this corresponds to1.4-times en-

hancement of the ion energy loss due interaction with free 

electrons in plasma. Energy loss of Ti-ions in the plasma 

was measured for different time-delays and two plasma 

target densities, the results are presented in Fig. 3. At later 

times (>10ns) plasma temperature in the  interaction re-

gion, 0.75mm away from the hohlraum bottom, reached 

20-30 eV and for both densities the enhancement of the 

ion energy loss is between 1.4 � 1.8 in accordance with  

[2]. The low enhancement factor at earlier times can be 

explained by lower plasma temperatures (see Fig.1) as a 

results of the finite time needed for the heating process.  

Figue 2: Ti �ion beam micro-bunch structure measured in 

vacuum and after interaction with foam and plasma. 

Figure 3: Enhancement of the ion energy loss in plasma 

depending on the delay between the laser and ion pulses.  
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FAIR opens new possibilities to study the fundamental

properties of matter under extreme conditions. In experi-

ments like HIHEX or LAPLAS [1], Warm Dense Matter

will be generated by high-energy, high-intensity ion beams

heating large (mm3) high Z-targets (Al-Pb). For backlight-

ing these targets, it is necessary to generate photons with

energies in the keV-MeV range. Hard x-ray and gamma

sources can be generated in the processes which occur dur-

ing interaction of high intensity lasers with matter. When

laser pulse impacts onto the target, collective absorption

mechanisms transfer up to 20% of the laser energy into hot

electrons, which are accelerated to multi-keV and MeV en-

ergies. By propagation in the target bremsstrahlung radi-

ation caused by the electron deceleration occurs. Atten-

uation and scattering of x-rays can be used to determine

the electron plasma temperature and density [2]. The ad-

vantage of a hard x-ray generation using short-pulse lasers

over a common x-ray tube is, that it gives the possibility to

generate short bursts of x-rays which provide a possibility

to investigate dynamic processes in the plasma.

The experiment was carried out in the frame of the

PHELIX-project P42. The laser parameters (EL=150J ,

tp=500fs, focal spot: 15-20µm) lead to a maximum in-

tensity of 3 · 1019W/cm2. Ag foils (10 and 100µm) and

Ag bulks (3mm) glued on thick PMMA plates, to prevent

refluxing of electrons, were used as targets. The experi-

mental setup includes a single hit CCD for the measure-

ment of Ag-Kα radiation, Hard X-ray Detectors (HXRD)

for spectral diagnostics and an x-ray knife to determine the

energy of hot electrons. The HXRD consists of an image

Figure 1: calculated and measured IP response

plate (IP) which is placed behind filters of different thick-

nesses (Pb 53-1807µm). The x-ray absorption in the filter

set takes place in accordance with the Lambert-Beer-Law

I = I0e
−αρd, where d is the thickness of the filter, α is

the attenuation coefficient of the filter material and ρ is the

filter density. The bremsstrahlung spectrum will be then re-

constructed using a fitting procedure in which a synthetic

spectrum with a temperature of hot electrons, defined in a

zero approximation by the laser intensity [3], was ”sent”

through the filter set. Varying the temperature of hot elec-

trons, one tries to achieve the best agreement between the-

oretical and experimental data.

Fig.1 shows the comparison of calculated and measured

IP-responses in the laser-shot at 2 · 1019W/cm2. The best

fit is achieved for hot electron temperature of 1.5MeV .

The X-ray knife diagnostic [4] consists of a 500µm
thick Au plate placed between the target and IP and al-

lows observing the penetration depth of energetic elec-

trons propagating inside the target using hard x-rays caused

by bremsstrahlung radiation with photon energy above

30keV . Fig.2 shows that hot electrons are stopped after

Figure 2: penetration depth of hot electrons in Ag

1455µm propagation in a Ag target. A stopping range of

1.5mm in cold Ag refers to electron energies of 2MeV [5].

For backlighting of the 4mm thick LAPLAS target tam-

per [1] made from Nb or W, laser induced photons with

energies above 0.5-1MeV , electrons > 20MeV and pro-

tons > 100MeV are required. The current progress in

advanced laser driven sources will allow generating short,

quasi-monochromatic bursts of protons, electrons, neutrons

and coherent x- and gamma-rays of high energies.
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For the characterization and the investigation of the be-

havior of warm dense matter, that will be generated at

FAIR, it is necessary, to find diagnostics suitable for these

tasks and able to operate under extreme conditions. Al-

ready, small samples of WDM, with dimension of a few

micrometer, can be generated by using intense short pulse

lasers like the PHELIX-facility at GSI.

To generate WDM, high energy densities respectively

high pressures (>1Mbar) are required. During the inter-

action between an intense short pulse laser and matter, a

part of the energy is transferred to electrons. These elec-

trons are accelerated to energies above a few MeV by the

ponderomotiv force of the laser field[1, 2].

The experiment was carried out in the laserbay of the

PHELIX-laser facility. The experimental setup consisted of

Ti-wires with a diameter of 50µm and a length of 2-3mm.

The PHELIX-laser (EL=120J , tp=500fs, λ=1064nm)

was focused to the tip of the wires with a focal spot size

down to 6µm, leading to intensities of IL=1021W/cm2

with a ns-contrast up to 10−10. The electrons, acceler-

ated during interaction between laser and wire, penetrate

the wire and deposit energy therein, heating the wire up to

the plasma state by collisions. Because of the high kinetic

energy, the electrons are travelling nearly with the speed of

light. This leads to a heating process that is faster then the

expansion of the wire, resulting in an isochoric heating [3].

Figure 1: characteristic x-ray spectra along wire axis

While penetrating the wire, the hot electron component

ionizes the Ti atoms through K-shell ionisation. As a result,

characteristic x-rays are emitted. Outer shell electrons are

ionized with high efficiency by electrons with bulk tem-

peratures at tens of eV. The energy of inner shell transi-

∗Work supported by HGS-Hire, HIC for FAIR and EMMI

tions depends on the effective nuclear charge and thus on

the charge state of the ions. This leads to a superposition

of Kα transitions from Ti+1 up to Ti+11. The characteris-

tic x-rays were measured spatially resolved along the wire

axis (fig. 1) with a focusing spectrometer with spatial res-

olution (FSSR), that consists of a spherical bend crystal as

dispersive element and a X-ray film as detector. With the

FSSR spectrometer high spectral (λ/∆λ=3 · 103) and spa-

tial resolution (50µm) can be achieved.

The laser can only penetrate the underdense region of

the target. It is mostly absorbed at the critical density of

the expanding plasma. At this point, the target is heated to

temperatures of keV, resulting in emission of He-like and

H-like Kα. The overdense region can only be penetrated

by the accelerated particles and is heated to moderate tem-

peratures where a broadened Kα-line is observed (fig.1).

The Kα broadening can be calculated by a superposition of

emission lines of ionized Ti bulk atoms, weighted by the

charge state distribution related to a specific bulk tempera-

ture (fig. 2).

Figure 2: broadening of the Kα-line for different bulk tem-

peratures

It is shown, that WDM can be generated by isochoric

heating with hot electrons. Analysis of characteristic x-

rays with FSSR provides the possibility to distinguish be-

tween direct and particle heated areas and allows a spatial

resolved temperature diagnostic which helps to investigate

the collisional heating process.
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The goal of experiments carried out at GSI with high in-

tensity laser system PHELIX is the investigation of mecha-

nisms leading to effective production of photons with ener-

gies above 20 keV required for monochromatic backlight-

ing of Warm Dense Matter (WDM). In experiments, 1ω,

500fs, 100J laser pulses were used for irradiation of 3 mm

thick Ag targets and thin foils deposited on Al and plastic

substrates. The laser intensity was varied between 1018 and

4 × 1019 W/cm2 by changing the laser focal spot size. In

this report we present a comparison of numerical simula-

tions of the silver Kα-photon yield with experimental re-

sults obtained by means of a single-hit CCD technique [1].

In simulations, the Kα-photon yields from Ag foils in

given direction into a unit of solid angle per laser pulse

energy, Nk, were calculated according to the model [2],

which takes into account dependencies of the conversion

efficiency of laser energy into hot electrons η(IL) [1] and

average energy of hot electrons Th(IL) [3] on the laser

pulse intensity IL(r, t), as well as a self-absorption of

22.1 keV Kα photons in a foil of arbitrary thickness. In

the case of Gaussian laser pulse, IL(υ) = I0 exp(−υ),
υ = r2/r20 + t2/t20, we get

Nk =
2√
π

∫ ∞

0

√
υ dυ

η(υ) e−υ

T 2
h (υ)

×

×
∫ ∞

Ek

dE0 exp

[
− E0

Th(υ)

]
dNem(E0)

dΩ
,

were dNem(E0)/dΩ is the number of photons per stera-

dian, emitted by an electron, normally incident with initial

energy E0, from the front side of the foil in given direction.

Theoretical dependencies Nk(I0), calculated with the

assumption of suppression of hot electron refluxing, de-

scribe well features revealed in experiments: sharp increase

of Kα-photon yield in the intensity range (1.5–2)×1018 W

cm−2, and then relatively small decrease of Nk with growth

of the intensity up to 3.4×1019 W cm−2 (Fig. 1(a)). The

Kα-photon yield increases up to 3 times with increase of

foil thickness from 10 to 100 µm (cf. Figs. 1(a) and (b)).

The last two features confirm the assumption about sup-

pression of hot electron refluxing in foils deposited on the

bulk substrates, even at high laser intensities. The Kα yield

from the foil of 10 µm thickness with refluxing electrons,

calculated for intensity I0 ≈ 2.5 × 1019 W cm−2 [2], ex-

ceeds shown in Fig. 1(a) value for the foil with single-pass

electrons about 44 times, so only very small input from

refluxing electrons could cause insignificant deviations of

the experimental value from calculated one (see Fig. 1(a)).
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Figure 1: The Kα photon yield vs laser pulse intensity.

Solid lines correspond to calculated values with Ag foils of

thicknesses: (a) 10 µm and (b) 100 µm. Points correspond

to measured values, multiplied by a factor 3: (a) Ag foil

of 10 µm thickness deposited on bulk plexiglass (squares)

and bulk Al (triangles); (b) Ag foil of 100 µm thickness

deposited on bulk plexiglass.

It is important to point out that strong suppression of hot

electron refluxing takes place as well for non-conductive

substrates like a plexiglass. The last allows supposing the

presence of plasma channels in dielectric substrates which

occur due to ionization caused by the self-consistent elec-

tric field of the electron bunch [4].

The study (OFK, NEA) was performed at the expense of

the grant No. 14-50-00124 from the Russian Science Foun-

dation.
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LIGHT beamline at GSI

The German national collaboration ”LIGHT” (Laser Ion

Generation, Handling and Transport, [1]) has implemented

a worldwide unique laser-driven proton beamline at GSI.

The compact acceleration up to nearly 30 MeV proton en-

ergies is driven by the PHELIX laser via the TNSA mech-

anism and a pulsed high-field solenoid provides for beam

collimation and energy selection [2].

A radiofrequancy (rf) cavity is implemented in the beam-

line at 2 m distance to the source for phase rotation of the

created single bunch, which shows a typical energy spread

of around 20% (FWHM around central energy) and high

particle numbers of up to 109. Energy compression of the

bunch below 3% was demonstrated in an experimental run

in 2013 [3].

For the 2014 campaign, the beamline has been extended

by a diagnostic chamber at 6 m distance to the source, two

quadrupole doublets for beam transport and a third doublet

for final focusing of the bunch. The additional space be-

hind the cavity, which is again used at -90 deg synchronous

phase but this time at higher rf power to ’over-focus’ the

bunch in longitudinal phase space, is necessary as drift

space for phase focusing experiments.

Results on temporal compression via phase focusing

Proton bunches with a central energy of 7.8 MeV were se-

lected from the source and propagated through the beam-

line, containing typically particle numbers in the range of

2×108 to 5×108 within FWHM. The temporal bunch pro-

file measurement was done by two independent and paral-

lel working diagnostics: on the one hand the emitted radi-

ation of a fast plastic scintillator (BC422Q with 1% ben-

zene quenching from Saint Gobain), temporally resolved

by a streak camera; and on the other hand a specially de-

veloped diamond detector (constructed by GSI’s detector

laboratory).

Both detectors yield consistent results, with the accuracy

of the streak suffering from the still large decay time of the

scintillator of 700 ps and thus only setting an upper limit

of the bunch length. Figure 1 shows the signal of both

detection systems for the shortest measured bunch with a

FWHM bunch length of τ=(462±40) ps. This minimum is

obtained by injection at a synchronous phase of Φs=-90 deg

into the rf field and scanning the rf power (indicated by the

normalized rf amplitude Urf,n) for the optimum working

parmeters (see figure 2).

∗This work is supported by the Helmholtz Institute Jena.
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Figure 1: Measurement of the temporal profile of the pro-

ton bunch. While the scintillator of the streak camera im-

age suffers from a slow decay time, the diamond detector

provides a high temporal resolution.
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synchronous phase to achieve the shortest bunch length.

The streak data represents the upper limit and the diamond

detector provides a high-precision measurement.
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Abstract

We successfully demonstrated laser-driven ion acceler-

ation with cryogenic hydrogen targets and plastic targets

with energies up to 65 MeV/nucleon for protons, setting a

new record for laser-driven ion acceleration at PHELIX.

Introduction

For laser-driven ion acceleration the mechanism of Tar-

get Normal Sheath Acceleration (TNSA) has been domi-

nant for the last ten years. Typical experiments at PHE-

LIX involving metal targets made from aluminum, copper,

and gold with thicknesses in the range of 5 µm to 50 µm

yielded proton energies of up to 40 MeV/nucleon. In or-

der to achieve higher particle energies new mechanisms of

laser-driven ion acceleration need to be exploited such as

the Laser Breakout Afterburner (BOA) [2] scheme. This

scheme relies on a phase of relativistic transparency of the

target during the interaction with the laser, thus making

high demands on both the driving laser pulse in terms of

energy and temporal contrast as well on the target in terms

of composition and thickness.

Setup

The experimental campaign P060 was carried out in two

runs of 10 and 20 shifts of PHELIX beam time in April and

August of 2013, respectively. It made use of the uOPA high

contrast option [1] of the short pulse frontend and an off-

axis parabolic mirror with an f/1.7 opening. With pulses

delivering 200 J in 500 fs the peak intensity on target was

on the order of 5 × 1020 W/cm2. For the production of

hydrogen targets a custom made cryogenic target mount

cooled by a cold head down to temperatures as low as 8 K

was used. [3] The cryogenic hydrogen targets were pro-

duced just prior to the actual laser shot at the laser interac-

tion point with a thickness of few µm to 100 µm. Addi-

tionally, thin plastic targets made from polymethylpentene

with thicknesses in the range of 200 nm up to 1100 nm

were used.

Results

For the very first time pure cryogenic hydrogen targets

and combinations of plastic substrates with layers of cryo-

∗Work supported by TU Darmstadt, GSI(PHELIX), BMBF, HiPER
† s.bedacht@gsi.de
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Figure 1: Particle distribution function dN/dE of laser-

driven protons obtained from a (745± 67) nm thick plastic

target at PHELIX using radiochromic film. The blue and

the green lines correspond to protons accelerated via the

TNSA and BOA acceleration schemes, respectively.

genic hydrogen were employed for laser-driven ion accel-

eration. The pure cryogenic hydrogen targets yielded ener-

gies of up to 41 MeV/nucleon. Adding cryogenic hydrogen

layers to 200 nm plastic substrates significantly improved

the smoothness of the spatial profile of the accelerated ions

and yielded higher ion energies of up to 57 MeV/nucleon.

The shots at pure plastic targets yielded ion energies of up

to 65 MeV/nucleon for a target thickness of (745±67) nm.

By tilting the target with respect to the laser propaga-

tion axis by 10◦ two spatially separated ion beam profiles

could be obtained. [4] The ion beam along the target nor-

mal direction can be attributed to TNSA while the beam

profile along the laser propagation axis corresponds to an

acceleration via BOA [2]. The particle distribution function

dN/dE of these two beams is shown in figure 1.
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Introduction

Modern high intensity laser systems suffer from imper-

fections of the pulse shape. Typical features of the tempo-

ral pulse profile such as compressed prepulses, a pedestal

which is due to amplified spontaneous emission (ASE) as

well as a slowly rising slope lead to pre-ionization of the

targets used in an experiment before the impact of the pulse

maximum. In general an uncontrollable pre-plasma is gen-

erated which strongly influences the experiment and com-

plicates the interpretation of the results.

The objective for well-controlled experimental condi-

tions implies two aspects: first an adjustable contrast level

needs to be established, second the influence of different

contrast levels on the properties of the pre-plasma must be

characterized. The former requirement has been fulfilled

at the PHELIX laser using a technique based on an ultra-

fast optical parametric amplifier (uOPA) as described in

[1]. This technique enables a tunable ASE level between

6 and 11 orders of magnitude.

The evaluation of the dependence of the pre-plasma pa-

rameters on the temporal contrast is described in the fol-

lowing. For a more detailed description see reference [2].

Pre-Plasma characterization

The pre-plasma was explored experimentally as well as

by using computer simulations. For the experimental inves-

tigation we have developed a pre-plasma diagnostic based

on a pump-probe setup: The fully amplified PHELIX pulse

was focused on flat metal targets to achieve peak inten-

sities around 10
20

W/cm2 while a small fraction of this

pulse was used as a probe beam to take shadow images of

the targets during the interaction with the main beam. By

changing the delay between both beams the plasma expan-

sion could be evaluated at different times before and af-

ter the impact of the pulse maximum. This measurement

was repeated for different ASE levels which are achiev-

able exploiting the uOPA technique. For an ASE inten-

sity of 5 · 10
13

W/cm2 we could indentify a shadow of

a widespread pre-plasma while for an ASE intensity of

2.5 · 10
10

W/cm2 no pre-plasma was detected. These re-

sults qualitatively show the influence of temporal contrast

on the pre-plasma dimension and confirm the high contrast

achieved with the uOPA.

In order to gain quantitative information the measured

shadow images were linked to computer simulations. For

∗This work was supported by the BMBF 05P12RDFA1 and it has been

carried out within the framework of the EUROfusion Consortium and has

received funding from the European Unions Horizon 2020 research and

innovation programme under grant agreement number 633053.

this purpose we used the 2-dimensional radiation hydrody-

namics code RALEF-2D [3] which provided quantitative

information on the plasma parameters like electron den-

sity and plasma temperature. The simulation results re-

produced our measured plasma dimensions and thus are

regarded suitable to describe the experimental conditions.

An example is shown in figure 1. The figure shows the 2-

dimensional electron distributions of initially flat Cu targets

after beeing irradiated by the lowest (left) and the highest

(right) used ASE intensity.

While with the low ASE intensity just a minor pre-

plasma is generated, the high ASE intensity leads to a pre-

plasma with an electron density above 10
19

cm
−3 extend-

ing up to several tens of micrometers from the target sur-

face. For the higher ASE level the shape of the pre-plasma

deviates from a half-sphere geometry. The electron density

is lower along the laser axis which acts on the laser beam

like a convex lens. Additional simulations show an increase

of the laser intensity at focus by a factor of two (for more

details see reference [2]).
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Figure 1: Simulated 2-dimensional electron density distri-

butions for two different ASE levels

The parameters of the generated pre-plasma define the

initial condition for experiments done with ultra-intense

lasers. For this reason our results could improve the inter-

pretation of experimental data obtained with the PHELIX

laser or comparable laser systems. Furthermore the ob-

tained electron distribution could be used as an initial con-

figuration for simulations aiming at exploring the interac-

tion of ultra-intense lasers with matter.
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Powerful x-ray sources can produce and probe exotic ma-

terial states with high densities and multiple inner-shell 

electronic excitations. X-ray free-electron lasers have 

achieved ultra-high intensities, which were successfully 

used for different applications. However, they require large 
accelerator facilities, their energies are not sufficient to 

compress high-Z materials, and this energy cannot be eas-

ily increased in the near future. Recently we demonstrate 

via high-resolution x-ray spectroscopic measurements that 

the energy E of femtosecond optical laser pulses with rela-

tivistic intensities I >1021 W/cm2 is efficiently converted to 

x-rays with an extremely non-linear growth ~ E5, reaching 

intensities above ~1017 W/cm2 [1].  Femtosecond laser-pro-

duced plasmas may thus provide unique ultra-bright x-ray 

sources, for future studies of matter in extreme conditions, 

material science studies, and radiography related to FAIR 
experiments 

Figure 1 Scheme of generation of ultra-intense x-ray source in rela-

tivistic laser-produced plasma. Relativistic laser beam focuses on the 

foil (central zone) and generates  very intense bunches of fast electrons, 

which, due to strong refluxing in expanded plasma, produce ultra-bright 

x-rays with  a duration comparable to the laser pulse duration or slightly 

longer. Such transient RDKR x-ray source heats periphery of plasma up 

to hundreds eV temperature keeping it solid (zone 1). At a greater distance 

from the center of the plasma (zones 2 and 3) electron temperature drops 

to a few eV, and due to efficient pumping by x-ray source hollow ions 

generated.  

Fig. 1 demonstrates principles of X-ray generation when 

laser intensity reaches Radiation Dominant Kinetic Re-
gime [2,3]. Experiments provided in Kansai Photon Sci-

ence Institute, JAEA Japan with Ti:Sa 40 fs laser facility 

Figure 2 Scheme of observation and results. a) Experimental set up. 

Laser beam focused by off-axis parabola practically perpendicular to the 

surface of foil and heat plasma. Produced plasma generated x-ray emis-

sion, which was measured by X-ray high luminosity spectrometer with 

high spectral resolution placed at 45° to the target surface. Electron spec-

tra were measured by electron spectrometer placed from rare side of 

plasma perpendicular to the target surface; b) Single shot, spatially- and 

temporally averaged Al ions K-shell spectra (raw data) emitted from foil 

targets with different thickness and laser energies c) Experimentally 

measured electron energy distribution in the case of irradiation 2 and 6 

µm thickness Al foils by maximum laser intensity of 1021 W/cm2. Increas-

ing of electron temperature of hot electrons Te,hot with the thickness of Al 

target is clear seen. Nonlinear increase of X-ray intensities from thin foils 

irradiated with Petawatt-class femtosecond laser is obviously seen. 

 

clearly demonstrated (See Fig.2)  strong non-linear growth 

of x-ray intensity when laser flux exceeds of 6x1020 W/cm2. 

The central part of laser plasma rapidly becomes an effi-

cient x-ray source with non-linear power growth, as ~E5 

and such bright x-rays, generated over the laser pulse du-

ration, heated a dense plasma from its initial cold state to a 

final thermal temperatures of ~300 eV. Simultaneously x-

ray source with intensity exceeded ~ 1017 W/cm2 pumping 

of atomic and ion transitions in the periphery of such 

plasma resulting in the appearance of hollow atom lines. 

This work was partly supported by the Russian Science 
Foundation grant # 14-50-00124 and #14-02-91171 
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Development of a CVD diamond detector for temporal profile measurements
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Within the Laser Ion Generation Handling and Transport

(LIGHT) research project at GSI laser-driven ion accele-

ration and, especially, ion beam shaping with conventional

accelerator technology are explored using the LIGHT test

beamline in the Z6 experimental area [1,2,3]. In the LIGHT

experimental campaign in 2014, protons were accelerated

via the TNSA mechanism resulting in a continuous energy

spectrum up to a maximum energy of 28.4 MeV. 45 mm be-

hind the gold target, a pulsed high-field solenoid was used

to select a specific proton energy range via chromatic fo-

cusing. The resulting bunch was then phase-rotated inside a

rf cavity. As a result, temporally refocused proton bunches

were generated at a distance of 6 m from the target through

phase focusing. TraceWin simulations predicted bunch du-

rations in the sub-nanosecond regime.

In order to measure the temporal profile of these proton

bunches with up to 109 protons and a central energy of

7.8 MeV, a diamond detector with a time resolution below

50 ps (FWHM) was developed. To improve the time resolu-

tion through diamond capacity reduction, an area of 1 mm

diameter with 100 nm chrome/100 nm gold was metallized

on a 3 mm quadratic polycrystalline chemical vapour de-

posited (pcCVD) diamond. The 13 µm thick diamond was

placed on a conductive plate in a Faraday housing. More-

over, the input resistance of the detector was set to a value

of 7.5 Ω and the output resistance to a value of 50 Ω through

impedance matching with a so-called T attenuator, a spe-

cific resistive circuit based on rf resistors. Figure 2 shows

a photograph of the diamond detector.

During the LIGHT experimental campaign in 2014 this di-

amond detector was positioned at a distance of 6 m from

the source and connected via SMA cables to a 8 GHz os-

cilloscope. A voltage of 30 V, leading to a field gradient

of 2.31 V/µm within the diamond, was applied on the de-

tector. The shortest measured duration of an ion bunch

was (462 ± 40) ps (FWHM). Figure 2 shows the tempo-

ral bunch profile. The signal drop below zero and the os-

cillating behaviour at the end of the proton bunch can be

explained with the partly frequency dependent T attenuator

in the design of the detector, thus an artefact of the detector.

As a result, this diamond detector with an optimized time

resolution was developed and successfully tested.

For future experiments a new conductive plate design based

on a similar T attenuator will be designed to eliminate the

artefact. Moreover, the detector will be based on a sin-

gle crystal diamond membrane with a thickness of 5-7 µm

so that higher electric field gradients can be applied and

charges can be collected faster.

Figure 1: Photograph of the diamond detector: The pc-

CVD diamond is in the center of the housing. On the right-

hand side of the diamond is the T attenuator. Around the

diamond are several capacitors of 220 nF as fast charge

providers. On the left-hand side of the diamond detector

are two low-pass filters.

Figure 2: Temporal profile of the shortest measured proton

bunch with a duration of (462 ± 40) ps at FWHM.
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Introduction

One of the basic properties of matter is its electrical con-

ductivity. Yet, there is still no complete working theory,

especially for warm dense and high energy density mat-

ter. Therefore extended theoretical and experimental work

is still needed. One possibilty to measure the electrical

conductivity is by inducing eddy currents and sensing their

variable magnetic field [1]. Foregoing work performed at

TU and GSI Darmstadt [2] showed that one of the main

challenges is the production of a large number of appropri-

ate sensors, having well defined parameters. Hence differ-

ent means for manifacturing these sensors are presently in-

vestigated at TU Darmstadt. In this contribution we briefly

present the sensor design, different ways for producing

the sensors and show the results of first investigations per-

formed on prototypes.

Design of the Sensor

The sensor consists of metallic, planar structure of about

0,7 mm width on a saphire substrate with a saphire layer

on top for protecting it during the measurement from the

plasma in its proximity, see figure 1. By driving HF cur-

rents through this structure, one eventually induces eddy

currents in the sample under investigation. Their vari-

able magnetic field is also inducing a current in the sensor.

Hence the inductance of the structure is changing in the

presence of the sample. This can be measured and is di-

rectly related to the sample’s electrical conductivity [1,2].

Figure 1: The sensor used in [2] and imaged by a Dek-

tak profilometer. The metallic structure is shown in yellow

(light grey) in this image.

Sensor fabrication methods

At the Target Laboratory of the Institute of Nuclear

Physics, TU Darmstadt, three different fabrication meth-

ods were analyzed: sputtering of the metall on the sub-

strate through a mask, photolithography and stripping of

unneeded material by a fs-laser from the substrate. Proto-

types realised by this methods have been investigated with

a SENSOFAR PLu neox confocal microscope. In the case

of the sputtering method penetration of the material be-

tween substrate and sputter mask was observed. Samples

prepared by photolithography didn’t show a very good re-

producibilty. By using the fs-laser system, relatively good

results have been achieved, nevertheless the main problem

is the erosion of the substrate by the laser radiation. Three

test structures are shown in figure 2.

Figure 2: Three test structures: (a) sputtered structure (b)

photolithographic structure (c) laser ablated structure

Thus none of the methods showed especial advantages and

more experimental work is necessary to decide about the

best way of producing a large number of suitable sensors.
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The development of non-interceptive beam diagnostics 

methods is of high relevance for the future FAIR accelera-

tor facilities. One of these methods is based on Beam In-

duced Fluorescence (BIF). Such monitors are already in 

operation at GSI's LINAC since some years [1]. However, 

further BIF-monitor developments are required for apply-

ing this method to high energy beams, as those to be de-

livered by FAIR's SIS-100 synchrotron.   

 
Figure 1: Typical set-up of a BIF profile monitor [2]. 

  

For this purpose beam profile and spectroscopic inves-

tigations have been performed with different gases in the   

pressure range from 1·10
-3 

 to 2 mbar with heavy ion 

beams at energies between 100 and 900 MeV/u for slow 

and fast extraction mode. 

A typical experimental set-up is showing in Fig.1. The 

gas chamber is mounted on the beam line and has black-

ened inner walls to avoid light reflections. The chamber 

can be filled by different gases through a needle valve 

regulated by a vacuum gauge. Single photons emitted by 

the excited gas molecules are detected by low light cam-

eras, either by an image intensified ICCD equipped by 

MCPs in chevron geometry (Proxivison) or an emCCD 

(Princeton Instruments ProEM+ 512B). 

During the experiments performed in 2014 three differ-

ent set-ups have been used: beam transverse profile set-up 

with the ICCD camera, beam transverse profile set-up 

with the emCCD camera and spectroscopy set-up with a 

CP 140-202 spectrograph coupled to the ICCD camera. 

The grating of the spectrograph operates in the 190-

800 nm wavelength range with 50 nm/mm average dis-

persion The ICCD camera has at least 40% of its peak 

sensitivity in the 200 to 600 nm wavelength range. To 

increase the light throughput of the system, the spectrom-

eter�s entrance slit has been set to 400 µm which resulted 

in a spectral resolution of about 12 nm. 

As shown in Fig. 2, in the case of nitrogen the meas-

urements reveal no significant differences between the 

slow and fast extraction mode. Moreover, the spectra are 

consistent with previous results obtained at low ion ener-

gies [3].  

The measured spectra obtained with Argon at pressures 

between 0.1 and 1 mbar showed different spectral compo-

sitions for the slow and fast extraction mode. This is 

shown in Fig. 3 for measurements performed at 

0.4±0.1 mbar N2 equivalent. The additional, strong emis-

sion at 285 and 310 nm, significant only in the case of 

slow extraction, may be attributed to OH radicals excited 

by Ar* atoms [4]. 
 

 
Figure 2: Nitrogen spectra for slow and fast extraction at 

0.45±0.02 mbar, U
73+

 300MeV/u beam. 
  

 
Figure 3: Argon spectra for slow and fast extraction at 

0.4±0.1 mbar N2 equivalent, U
73+

 300MeV/u beam. 
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Electron emission from solid surfaces under bom-

bardment by charged particles is a well-known emission 

phenomenon, which is usually described by the mean 

number of emitted electrons per incident projectile, the 

electron emission yield γ . The knowledge of electron 

emission yield gives important information about the 

basic interaction mechanism between projectiles and sol-

ids and contributes to the understanding of impact phe-

nomena like ion-track production. 

Secondary electron emission yield from the surface of 

SiC ceramics induced by Xe
17+

 ions has been measured as 

a function of target temperature. The experiment was per-

formed with the 320kV electron cyclotron resonance ion 

source (ECRIS) platform at the Institute of Modern Phys-

ics, Lanzhou
[1]

. A large number of experiments on interac-

tion of highly charged particles with solid surfaces have 

been performed on this platform. In our experiment, Xe
17+

 

ion beams, with ion current in the range of 80-480nA, are 

focused and collimated to a diameter of 3mm. The exper-

imental setup in our experiment has an UHV heater, 

which is different from the previous equipment.The pres-

sure in the target chamber is maintained at about 10
-8

 

mbar. Through experimental results, we find that  the 

electron emission yield is hardly affected by ion current, 

or the effect can be neglected in our experiment. 

 

Figure 1: Total electron yield as a function of target tem-

perature for 3200keV and 4000keV Xe
17+ 

ions impacting 

on SiC ceramics in normal incident case. 

Figure 1 shows the total yield gradually decreases 

with increasing target temperature in the temperature 

range of 463-659 K. The decrease is about 57.48% for 3.2 

MeV Xe
17+

 impact, and about 62.49% for 4.0 MeV Xe
17+

 

impact, which is much larger than the decrease observed 

previously for ion impact at low charged states
[2,3]

. That is 

to say, the temperature effect on electron emission is ob-

vious for highly charged ions impacting. The result is 

discussed in terms of work function changes, because the 

work function of target, which determines the threshold 

energy, may depend on temperature and could be respon-

sible for the observed temperature effect. That is to say, 

both kinetic electron emission and potential electron 

emission is influenced by temperature. 

In addition, our experimental data show that the total 

electron yield gradually increases with projectile energy, 

when the target is at a constant temperature higher than 

room temperature. We have done some work about it at 

room temperature
[4]

. This result can be explained by elec-

tronic stopping power which plays an important role in 

kinetic electron emission. The electronic stopping power 

Se for Xe
17+

 impacting on SiC ceramics surface can be 

calculate by SRIM2008. The dependence of the electron 

emission yield on projectile energy for high target tem-

perature is consistent with the results at room tempera-

ture. 

The probably most important effect is the temperature 

dependence of the Fermi distribution of target electrons, 

which, for sufficiently high temperatures, can even result 

in thermal emission. However, it is noteworthy that this 

should increase the yield with increasing temperature, in 

contrast to our measurements. Further studies are in pro-

gress. 

Our research will supply useful data to the studies 

about secondary electron emission and researches on SiC 

ceramics. 
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Abstract

Heavy-ion impact induced gas desorption is a key pro-

cess that drives beam intensity limiting dynamic vacuum

losses in heavy ion synchrotrons. Minimizing this effect,

by providing low desorption yield surfaces, is an important

issue for maintaining a stable ultra high vacuum during ac-

celerator operation with medium charge state ions. Mea-

surements with the prototype cryocatcher for SIS100[1]

showed a deviation from the previously observed scaling of

the desorption yield η (number of desorbed molecules per

impacting beam ion) with the electronic energy loss at the

surface[2], which needs to be explained. An experimental

setup for systematic examination of this behaviour is pre-

sented. The cryogenic beam-induced desorption yield of

several materials at different temperatures and for different

beam parameters is examined.

Experimental Setup

The experiment described in this article has been set up

at the SIS18 at GSI. Its approach is rather straightforward:

a cold target is hit by a (heavy) ion beam pulse of ≈ 1µs

length, while the resulting pressure peak is recorded.

A sufficiently low pressure background is provided

through a partly bakeable setup including a differential

pumping line with a conductance limiting pipe between tar-

get and accelerator. This pipe establishes a defined volume

for the desorbed gas to disperse. Separating the target area

from rest of the beamline with a small diameter pipe estab-

lishes a defined volume for the desorbed gas to dissipate

in. This pressure peak is measured by an extractor gauge.

Cryogenic temperatures are provided by a coldhead (sur-

rounded by a thermal shield). The SIS100-like target is

mounted electrically insulated. A more detailed descrip-

tion is given in[3].

Measurement Methodology

The impacting beam opens a measurement window of

≈ 10 s. During that time, the pressure evolution is recorded

with 10 Hz to resolve the desorption peak. Several combi-

nations of target- and insulating plate materials were mea-

sured for varying temperatures. Due to the waiting time

for pressure relaxation after beam impact, the repetition

rate was limited to roughly one shot per minute. After the

first beamtime, data taken on the falling temperature slope

proved to be much more stable than on the rising slope.

∗This project is funded by the german ministry for education and re-

search (FKZ 06DA7031)
† C.Maurer@gsi.de

Therefore, the measurement strategy for the second beam-

time was adapted accordingly.

Results

The measured desorption yield η as a function of beam

energy is shown in fig. 1.
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Figure 1: Comparison between the energy dependance of η
at cryogenic and room temperature for a gold cotaed cop-

per target (upper panel) and a stainless steel target (lower

panel).

While the desorption yield scales quite nicely with the

electronic energy loss at the surface for both targets at

room temperature, the copper target exhibits a different be-

haviour at cryogenic temperatures. The steel target does

not exhibit this scaling.

Summary and Outlook

An experimental test setup to systematically investigate

heavy ion impact induced gas desorption from cryogenic

surfaces has been built and experiments have been per-

formed. The previously observed change of behaviour at

cryogenic temperatures could be seen here, too, as well as

the (dE/dx)-scaling at room temperature. Gas dynamics

and finite element simulations, in combination with further

data analysis will be done to gain further insights.
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This report addresses the feasibility study and 

preliminary designing of a specialized cryogenic 

system (SCS) for fabrication, delivery and 

positioning of multi-layer cylindrical cryogenic 

targets at the chamber center for the LAPLAS 

scheme experimentation.  

The HEDgeHOB collaboration plans to carry out 

a set of experimental projects in the field of High 

Energy Density (HED) matter generated by the 

interaction of intense heavy ion beams. One of the 

approved experimental projects is called LAPLAS 

(Laboratory PLAnetary Science). This scheme 

proposes low-entropy compression of a material like 

frozen hydrogen or deuterium ice that is enclosed in a 

cylindrical shell of a high-Z material like gold or lead 

[1]. Such type of experiment is suitable for studying 

the problem of hydrogen metallization or for creating 

physical conditions that are expected to exist in the 

interiors of the giant planets.  

  According to the FAIR/GSI request, the rate 

of the target delivery at the chamber center is no less 

than 1 target per hour. For this reason, in this report 

we have considered the fabrication and delivery 

methods related only to free-standing targets (so-

called, un-mounted approach) [2]. The study is 

performed in the following directions: 

1.Target fabrication: For the first time there was 

considered a possibility of cryogenic cylindrical 

target fabrication with a parameter L/∅ = 5.00÷6.25 

(where L and ∅ are the length and the diameter of the 

cryogenic target core, respectively). There were also 

investigated different technical approaches for 

designing the target elements, such as cryogenic core 

from solid H2 and D2 and cylindrical shell from the 

lead. 

2. Target manipulation: Different variants for the 

target elements assembly, target delivery and 

positioning were investigated. The result of the 

gravitational delivery is shown in Figure 1. A 

thorough analysis of diagnostics possibilities for a 

cryogenic cylindrical target placed inside the target 

chamber was made. 

3. Target survival: A modeling of the target heating 

process up to the triple point of solid H2 or D2 under 

different heat-exchange conditions was made. There 

was given an estimation and an optimization of the 

cryogenic target lifetime inside the chamber with a 

hot wall has been made. 
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  As a result of our analysis the main 

functional modules of the SCS have been determined,

the technical requirements to the modules have been 

formulated, possible variants of the SCS arrangement 

have been analyzed, and two conceptual designs of 

the SCS have been proposed.  

The Project for the construction, installation 

and commissioning of the SCS has been proposed. 

The time schedule and approximate cost of the 

Project realization have been estimated.  

Studies carried out have shown that there is 

a set of open questions, answers  which determine the 

final choice of SCS design have to be found. These 

questions remain to be answered by GSI in the 

Agreement stage. After the Agreement stage will be 

completed it is possible to start the next stages of the 

Project, namely the Baseline design stage and the 

stage of SCS construction, installation and 

commissioning.   

[1] N.A.Tahir, et al.Phys.Rev. E 63, 016402, 2000 

[2] E.R.Koresheva, I.V.Aleksandrova, A.I.Nikitenko,   

      et al. Laser Part. Beams 27, 255-272, 2009   

Figure 1: Gravitation delivery of the cylindrical  

lead target to the test chamber 
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Introduction

For fundamental research on matter properties within

the framework of the HEDgeHOB Collaboration with the

proton microscope PRIOR the design and realization of

a light-gas accelerator as external driver is ongoing. A

PRIOR prototype was commissioned at GSI in 2014. At

FAIR, PRIOR will use protons from the APPA SIS-100

beamline for radiography. Since SIS-100 is going to be

used for diagnostics, external drivers for creating high en-

ergy density states will be needed.

One of these possible drivers is the planned light-gas driver.

The device will accelerate flyer-plates to velocities of up to

3 km/s. On impact, the flyer-plate shockloads the targets.

For first-day experiments at FAIR it is proposed to investi-

gate the resulting material states by proton radiography.

Design

The device will consist of two stages. In the first stage, a

light-gas, here Helium, is compressed. In the second stage,

the expanding light-gas accelerates a projectile.

To fit into the cave, the length of the first stage needed to

be minimized. Therefore the Helium is compressed from

the sides, comparable to an opposed-piston car engine (as

seen in figure 1). The first stage consists of three major

parts, the central block containing the compression cham-

ber and two outer blocks, each containing two combustion

chambers. The methane combustion in these chambers will

force 4 pistons in the direction of the central block, thus,

compressing the helium.

To achieve the maximum velocity the helium is com-

pressed by a factor of 24 leading to a final temperature in

the gas of about 2500 K and a pressure of about 1600 bar.

Helium was chosen as it is simpler to handle as hydrogen.

For later applications a use of hydrogen is also possible.

The pistons are also mechanically synchronized. All parts

of the chambers and the pistons are constructed to be eas-

ily renewable, also the pistons are not supposed to get de-

stroyed after a shot. The repetition rate is expected to be

one shot every 15 to 30 minutes.

In the second stage, the expanding helium accelerates the

projectile in the barrel. This barrel has an inner diameter of

12.7 mm and a length of 2 m. The compression chamber

of the first stage contains 6 l. With this setup 3 g loads can

be accelerated to about 3 km/s. The loads could be made

for example of a 10 mm diameter and 4 mm thick Al-flyer

and a corresponding sabot.

∗Work supported by BMBF
† m.endres@gsi.de

Figure 1: Not to scale scheme of the proposed setup. First

stage: (1) pistons, (2) methane combustion chambers, (3)

Helium compression chamber,(4) rupture disc. Second

stage: (5) barrel with projectile, (6) velocity sensor. Exper-

iment: (7) pusher and target irradiated by (8) proton beam.

Outlook

A pending issue is the synchronization of the device with

the proton beam. Since such devices have a ms jitter it is

not possible to synchronize the ignition of the device itself

with the synchrotron. Instead, the velocity of the projectile

is measured at the end of the barrel. Considering the veloc-

ity measurement and the flight-length between the end of

the barrel and the target a trigger pulse is generated. The

detailed setup for the synchronization will be developed in

the years of GSI shut-down. Discussions with the develop-

ers of the future timing system at GSI and FAIR are already

under way.

Choosing methane as the propellant the exhaust fumes

(CO2 and H2O) of the combustion process are safe and

not harmful to the environment. Using helium instead of

hydrogen also means there are less safety issues. Because

of that and due to the the compact dimensions of the driver

the device can easily be transported and installed at dif-

ferent laboratories and other facilties, such as synchrotron

radiation sources. Thus the driver can also be tested and

used while the GSI accelerator is shut-down in preparation

for FAIR. The construction will take place in 2015 at TU

Darmstadt. After its commissioning the transportation to

GSI for further tests is planned.

Once set up at FAIR, the light-gas accelerator can serve as a

relatively simple and cheap driver for first-day experiments

at the APPA Cave. In conjunction with PRIOR, it is possi-

ble to study a wide range of shock-induced states and other

phenomena related to extreme conditions in matter.
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   X-rays and EUV sources [1-5] are applied to 

observations of hydrodynamic behavior in dense 

plasma and bio-tissue, and lithography. A small size 

plasma light source with intense emission is 

expected to apply the applications, and we focus on 

an X-pinch [3-4]. The load consists of two or more 

fine wires, which cross and touch at one point. To 

apply high current flow into the load, the point 

grows up to the high temperature and dense plasma 

by pinch effect. However, it is difficult to generate 

a high repetitive and intense X-ray source due to 

reloading thin wire. 

   We proposed a novel X-pinch load using a 

liquid metal and a nozzle corn electrode. In this 

study, reducing pressure gradient between the liquid 

metal flow and a vacuum, we investigate a 

suppression of liquid metal by supersonic free jet. 

   The experimental setup for a liquid metal 

injection device is shown in Fig. 1. Figure 1 (a) 

shows a schematic diagram of liquid metal injection. 

The used liquid metal is Galinstan, which is liquid 

state at room temperature. An aerospike nozzle [6] 

with the diameter of 2 mm introduces a coaxial 

supersonic free jet to the outer surface of the liquid 

metal flow. The coaxial supersonic free jet 

suppresses the expansion of the liquid metal by 

reducing pressure gradient on the surface of the 

liquid metal flow. Helium gas is used for optically 

thin in short wavelength regime. The experimental 

setup of observing liquid metal behaviors is shown 

in Fig. 1(b). The liquid metal injection device is 

placed in the vacuum chamber. The image of the 

liquid metal flow was taken after the supersonic 

free jet had reached the chamber. The image was 

exposed by camera using a single focus lens for 20 

µs that the high pressure Xe flash ramp had emitted.

The pressure in the chamber was 10
2 
Pa. 

   From the observation of the liquid metal flow 

with the supersonic free jet generated by the 

aerospike nozzle, the liquid metal diameter as a 

function of the direction of the liquid metal flow is 

shown in Fig. 2. In this result, the liquid metal 

diameter without the supersonic free jet is 55 µm at 

the liquid metal injection distance of 1 mm. On the 

other hand, the liquid metal diameter with the 

supersonic free jet is 48 µm at the liquid metal 

injection distance of 1 mm. These results indicated 

that the liquid metal expansion can be suppressed 

by the supersonic free jet. 

 
Fig. 1. Experimental setup of liquid metal injection 

 
Fig. 2. Liquid metal diameter with and without 

supersonic free jet 
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In order to obtain property data of the warm 

dense matter (WDM) in inertial confinement 

fusion (ICF), an evaluation method with isochoric 

heating [1,2] on the implosion timescale using an 

intense pulsed power generator ETIGO-II (~1 TW, 

~50 ns) [3] has been proposed [4]. Foamed metal 

is considered as structural materials in the fuel 

pellet [5]. The properties in WDM should be clear 

to design the ICF fuel pellet. 

We studied the measurements of the internal 

energy and the temperature for the estimation on 

a specific heat at constant volume of the WDM. 

In this study, an optical measurement system with 

a spectroscope is considered for the temperature 

evaluation of a foamed metal sample. 

Figure 1 shows a concept of the experimental 

setup. Foamed copper is used as a sample, which is 

packed into a hollow sapphire capillary (!5 mm " 

5 mm). The density of the foamed copper sample is 

0.1 times the solid density. The temperature of the 

sample is increased due to Joule heating with 

intense pulsed power discharge. To determine the 

feasibility of generating WDM state using 

ETIGO-II, the input power was measured [4].  

The temperature of the sample is estimated with 

the measured power and the conventional 

thermodynamic properties. The achievable 

temperature of sample is estimated ~10000 K in 

several-10 ns. 

To estimate the requirements for the temporal 

and the wavelength resolutions, the time evolution 

of emission intensity is estimated from numerical 

simulation [6,7]. Figure 2 shows the emission 

intensity. The temporal resolution and the 

wavelength interval are defined as 1 ns and 10 nm, 

respectively. Squared points in the figure indicate 

the peak emission intensity. The wavelength of 

peak emission intensity shifts from 750 nm to 400 

nm during 22 ns. The peak shift is obtained over 10 

nm up to 18 ns. From above estimations, total 

sweep time of streak camera and the wavelength 

resolution of spectroscope are required to 100 ns 

and 5 nm with the equipment specification. It 

indicates that the temporal resolution of 1 ns and 

the wavelength resolution 10 nm are enough to 

evaluate the temperature of the sample with 

wavelength. 

 

 
Fig. 1 Concept of experimental setup 

 

 
Fig. 2 Emission intensity estimated by numerical result 
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Introduction

In nuclear fusion systems, plasma instabilities getting

unstable for different reasons interrupt the fusion process

and make the application of nuclear fusion for an en-

ergy gain in reactor systems up to now unachievable. In

the Earth’s magnetosphere, plasma instabilities modify the

physical parameters and vary the transport of solar energy

and radio signals from vertical sounding stations. Thus, it is

essential to study plasma instabilities in both nuclear fusion

and magnetospheric systems. Using the energy principle of

magnetohydrodynamics (MHD), this all can be done with-

out knowing the exact values of growth rates of unstable

waves. According to [1], the growth rates of MHD insta-

bilities in inertial fusion plasmas are, anyway, on the order

or smaller than 5 percent of the possible observation times.

And if even shorter observation times will be possible in

future, the application of the MHD energy principle will

often be much easier as a kinetic calculation of the growth

rate.

Applying the MHD energy principle means to analyse,

if the potential energy of the plasma system may decrease

for any of its allowable small displacements. If this is the

case, the system is unstable. Thus, applying the MHD en-

ergy principle, one has to solve variational problems for the

potential energy.

The present work considers instabilities in plasmas

which are described within the frame of ideal MHD, that

means the system has an infinite electrical conductivity (see

e.g. [2-4]). The energy principle is applied to an internally

homogeneous pinch. Indoing so, an analytical equation

is derived to describe axial fluid displacements in systems

with non-cylindrical disturbances [3]. Numerical applica-

tions are performed for systems with cylindrically symmet-

ric disturbances for ITER-type [4-6] and lightning [4, 6]

plasmas. Thus, with respect to the general plasma phase

diagram, the applications here considered are located in the

electron density-temperature region of the future FAIR ex-

periments, which is presented by a black triangle in Fig. 1.

Figure 1 shows the locations of different space and labora-

tory plasmas with respect to electron density ne and plasma

temperature T . Lightnigs (L) and the inner parts of the fu-

sioning sun are situated in the black triangle, as do also

plasmas generated by the GSI laser PHELIX and heavy ion

beams (HI).

∗Work financially supported by the Excellence Initiative Darmstadt

Graduate School of Energy Science and Engineering (GSC1070)

Figure 1: Location of different space and laboratory plas-

mas in the plasma phase diagram. ne - electron density,

T - plasma temperature. △ - FAIR region, dashed lines -

plasma parameter Γ. BD - brown dwarf, EGM - electron

gas in metals, GD - gas discharge, HI - heavy ion heated

gas targets, HIC - interstellar HI cloud, HIIC - interstellar

HII cloud, I - ionosphere, IF - intertial fusion, JCe - Jupiter

center, KG - interstellar coronal gas, L - lightning, MF -

magnetic confinement, P - PHELIX, PM - pulsar magneto-

sphere, SCe -sun center, SCo - sun corona, SSu - sun sur-

face, WDSu - white dwarf surface, WIM - warm partially-

ionised interstellar matter. [4]

Plasma model

It is assumed that the plasma is located in a cylinder in

the equilibrium state. In the plasma, an axial magnetic field

Bz(~r)~nz exists. Further, it is supposed that the plasma is

surrounded by a vacuum region, and in the vacuum only an

azimuthal magnetic field Bϕ(r)~nϕ is located. The whole

system consisting of the cylindrical plasma core and the

surrounding vacuum is contained in a cylindrical conduct-

ing shell. That means, the plasma does not contact the shell

at all, there is a vacuum boundary between the plasma and

the shell.

In the plasma core along the symmetry axis ~nz . ∇ ×
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Figure 2: Dispersion relation of waves in an ITER-type

plasma at different ratios of azimuthal to axial magnetic

fieldBϕ/Bz. Solution for αR < 1. At ω2 < 0, the sausage

instability is excited. [4]

Figure 3: Dispersion relation of waves in an ITER-type

plasma at different ratios of azimuthal to axial magnetic

fieldBϕ/Bz. Solution for αR > 1. At ω2 < 0, the sausage

instability is excited. [4]

~Bz = 0 and ∇po ≈ 0. The approximation ∇ ×
~Bz = 0

means that no current exists in the inner part of the plasma

(i.e. along the z-axis). Indeed, in the case of the θ-pich with
an axial magnetic field in the plasma core, the currents are

almost negligible along the symmetry axis.

The method applied to derive the dispersion relation of

waves excited in the plasma model is decribed in detail in

[4,6]. There it is shown, that the solutions of the derived

dispersion relations depend on a parameter

α2
=

(v2sk
2
− ω2

)(v2Ak
2
− ω2

)

v2sv
2
Ak

2
− (v2s + v2A)ω

2
, v2A =

B2
z

µoρo
, v2s =

γpo
ρo

.

ω and k are wave frequency and wave number, vA and vs
Alfvén und sound velocity. γ describes the polytropic in-

dex of the plasma, and ρo and po are its mean mass den-

sity and mean pressure, respectively. Studying magneto-

hydrodynamic waves within the frame of the chosen pinch

model, one obtains always at least two modes. One is a

stable pure Alfvén wave, and the second is an Alfvén-type

mode, which may be instable.

ITER-type plasmas

Since 2005 in Caderache, France, the International Ther-

monuclear Experimental Reactor ITER is under construc-

tion. ITER is a Tokamak-type reactor with a total radius

of 10.7 m and a height of 30 m. It is designed to deliver a

fusion power of 500 MW and contains 18 superconducting

toroidal and 6 poloidal field coils. The strength of the ITER

toroidal magnetic field will be about 5.3 T (here locally de-

scribed by Bz). It can reach up to 11.8 T. A device volume

of 840 m3 will contain a plasma of 0.5 g at mean tempera-

ture of 2 ·108 K. Thus, in case of ITER, one has to consider

a plasma with a mass density of about ρo = 6 ·10
−4 gm−3.

The Alfvén and sound velocities of the plasma amount to

vA = 6 · 10
6 m/s and vs = 1.2 · 106 m/s, respectively.

Results for the frequency of the Alfvén-type mode ω2

in the ITER plasma at αR > 1 (plasma radius R = 2 m)

are presented in Fig. 2. It is to be seen that the strength of

the instability, i.e. the region with ω < 1, grows monoton-

ically with increasing κ = B2
ϕ/B

2
z at small wave numbers

k. Generally, instabilities occur at κ > 2. Having found

an instability for a given κ and a special wave number k,
the system is obtained to be unstable for the κ at any wave

number. But the wave numbers studied in Fig. 2 are not

of real importance for ITER. They are too small. Nev-

ertheless, the obtained results are very helpful as limiting

cases for numerical analyses, when the nonlinear dynamics

of ITER-type plasma instabilities at smaller wavelengths is

studied.

Considering large αR > 1, instabilities in ITER-type

plasmas should occur at wavelengths λ > 2πR/κ = 4π/κ
m. For κ = 2, unstable waves have much smaller wave-

lengths, but they are larger than 6 m. And if κ increases,

the wavelength will further decrease. In Figure 3, results

of the numerical calculation of ω2 as function of the square

of the wave number k2 are presented for different values of
the parameter κ. To describe smaller wavelengths than that

considered in Fig. 2 for αR < 1, much larger k2-values
are chosen. They correspond to wavelengths of about 3 m.

Results are only shown for ω2 < 0, as then also α2 > 0.

Indeed for the k2-interval studied, αR = 1 is satisfied at

ω2
≈ 10

12
− 10

15 s−2. For stable plasmas with ω2 > 0,

values of α2 below zero occur. From Figure 3 follows, that,

in contradiction to the case αR < 1, under the condition of

αR > 1 instabilities may be obtained for all considered κ-
parameters, but they do not occur at any wave number k.
The smaller the wave number the stronger the instability.
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Lightnings

In nature, pinches occur very often in connection with

the appearance of lightnings. There, temperatures of up to

some 30000 K are found, and electrical currents are of the

order of 40 kA [7]. The lifetime of lightnigs amounts to

1 ms. The discharge radii with values of a few centimeters

are rather small. This results into magnetic fields of about

0.4 T and a magnetic pressure of 0.6 atm (60795 Pa). Thus,

at MHD pressure balance, the pinch pressure is about 1.6

atm (162120 Pa) and the pinch Alfvén speed has a value of

4000 m/s [7].

Concerning the plasma model considered in the present

work, the ~Bz in the inner plasma core, i.e. the hot lightning

plasma, equals 0.4 nT. Of course, the hot lightning plasma

is not surrounded by a vacuum, but by a plasma with much

lower ionization intensity, which is here approximated by

a vacuum. The magnetic field of the surrounding plasma

is the geomagnetic one with an intensity of 5 · 10
−5 T. In

the Earth’s lower atmosphere, always an electrical field ex-

ists, which is directed vertically to the Earth’s surface. It

causes field-aligned electrical currents which may generate

azimuthal magnetic fields. It is known that thunderclouds

mainly help to conserve the vertical electrical field of the

Earth’s atmosphere. But lightnings may be indeed directed

to the Earth or in the opposite direction, so they may in-

crease or decrease the normal electric field locally. In the

Earth’s atmosphere also horizontal electric fields are ob-

served. But these fields are not taken into account in the

present model. Besides, the gravitational acceleration is

neglected.

Figure 4: Dispersion relation of waves in an lightning

plasma at different ratios of azimuthal to axial magnetic

field Bϕ/Bz. At ω
2 < 0, the sausage instability is excited.

[4]

For the above mentioned plasma parameters in a light-

ning, the dispersion equation of Alfvén-type waves is

solved for αR < 1 and the results are presented in Fig.

4 for the same κ-parameters and wave numbers k as have

been chosen for the ITER study at αR < 1. It is to be

seen, that again under the condition κ > 2, the plasma be-

comes unstable. But the square of the frequencies of the

waves ω2 is about 6 orders of magnitude smaller than in

the case of the ITER plasma. Besides, ω2 increases more

slowly with the wave number than in the ITER case. The

numerical analysis of radial displacements of the plasma

fluid in the lightning shows, that the displacement ampli-

tudes grow with increasing wave number k. In the studied

plasma parameter region they have a maximum value of 10

m [4,5].

Conclusions

The magnetohydrodynamic energy principle is derived for

an internally homogeneous pinch and applied to ITER-type

and lightning systems. In comparison to former works it is

shown, that the dispersion relation of waves in the chosen

model describes a stable pure Alfvén wave. This wave is

also stable under the condition that other unstable modes

are generated in the system. The results for the instability

of the Alfvén-type waves strongly depend on the ratio of

the azimuthal to the axial magnetic fields in the system.

Consequently, one may use this dependence to avoid such

instabilities in technical devices like ITER.
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The ballooningmode is an internal pressure-drivenmode

of plasmas. It occurs in planetary magnetospheres (e.g. of

the Earth), but also in Tokamak fusion devices. Therefore,

its excitation mechanism has to be studied very carefully.

In 2014 at the University of Technology Darmstadt,

the study of ballooning modes began within the frame of

the energy principle of ideal magnetohydrodynamics [1-3].

These investigations are mainly based on the works by Frei-

dberg [1] and Cooper [2,4] considering such modes in two-

and three-component plasma systems.

Using the principle of ideal magnetohydrodynamics

means to apply the variational principle to the potential en-

ergy of the plasma system. Mathematical expressions for

the variation of the potential energy in an ideal plasma are

well-known [1-3]. So, it is very easy to derive the formula

for the variation of the potential energy in dependence on

the displacements ~ξ of the fluid elements because of a force
~F (~ξ),

δW = −

1

2

∫

~ξ∗ · ~F (~ξ) d~r = −

1

2

∫

d~r~ξ∗
[

1

µo

(∇×
~Q)× ~B

(1)

+
1

µo

(∇×
~B)× ~Q+∇(γp∇~ξ + ~ξ · ∇p)

]

d~r.

In equation (1), ~B ist the vector of the mean magnetic in-

duction, ~Q = ∇ × (~ξ × ~B), and po as well as γ describe

the mean plasma pressure and the polytropic coefficient of

the matter, respectively. However, in works concerning bal-

looning modes, the starting expression for the variation of

the potential energy is often a relation where |Q|
2 occurs,

which is presented without (detailed) derivation. For in-

stance, the relation

δW =
1

2

∫

d~r
[

|
~Q|

2

µo

−

~ξ∗

µo

(

(∇×
~B)× ~Q

)

+ γp|∇~ξ|2

(2)

−
~ξ∗∇(~ξ·∇p)

]

−

1

2

∫

d~S

[

(~ξ∗ × ~B)× ~Q

µo

+ γp∇~ξ(~n~ξ∗)

]

for plasmas with ~B locally parallel to the plasma surface

d~S is to be found. ~n is a unity vector which is directed per-

pendicularly to the surface d~S. In the lecture notes [4], now
a detailed derivation of the formula (2) is given. Equation

(2) is used in [1] to express δW only by the displacements

of the fluid elements perpendicular to the magnetic field

ξ
⊥
. In doing so, the original 3D-problem is tranferred to a

series of independend 1D-problems.

Introducing in eq. (2) a curvature vector of the magnetic

field line ~κ = (~b · ∇)~b = −
~Rc/R,~b = ~B/B, the relation

δWV =
1

2

∫

d~r
[

|
~Q
⊥
|
2

µo

+
B2

µo

|∇·
~ξ
⊥
+ξ

⊥
·~κ+~b(~ξ

⊥
·∇)~b|2

(3)

+γp|∇·
~ξ|2−(~ξ

⊥
·∇p)(~ξ∗

⊥

·~κ+~b(~ξ∗
⊥

·∇)~b)−j
‖
(~ξ∗

⊥

×
~b)· ~Q

⊥

]

is found for the volume-dependent part of (2) in [3]. Here
~Rc designates the vector of the curvature radius of the mag-

netic field. The result (3) is reproduced in [5].

Relation (3) is indeed nonlinear with respect to the gradi-

ents of the thermal pressure. So, it might happen in Toka-

mak devices, that the ballooning instability gets strength-

ened at decreasing thermal plasma pressure gradient - a

problem which was under discussion in 2014. Further, it

is shown in [3,5], that the growth rate of a ballooning insta-

bility is strongly determined by the ratio of the perpendicu-

lar to the parallel components of additional hot anisotropic

electrons which may be generated in a Tokamak plasma.

The works [3,5] contain some first analyses of ITER-type

plasmas with respect to ballooning instabilities. Numerical

results for growth rates of ballooning waves in the MAST

tokamak are presented in [6].
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Collisionless absorption and hot electrons in intense laser-target interaction 
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Intense and superintense laser beam interaction with 

dense matter is characterized by the generation of su-

perthermal high energy electrons.  

 
The focus of the present contribution is on the physics of 

collisionless absorption of intense laser beams in dense 

targets in the intensity domain I = 10
18

 - 10
22

 W/cm
2 

for 

optical wavelengths, on the variation of the spectral com-

position of the energetic electrons with intensity and on 

their scaling with the latter. Most remarkable results are 

the Brunel-like spectral hot electron distribution at the 

relativistic threshold [1], the minimum of absorption at � 

= 15 - 30, the drastic reduction of the number of hot elec-

trons in this domain and their reappearance beyond, the 

strong coupling with the return current beyond expecta-

tion, and a strong hot electron scaling in ��= 1-10, a scal-

ing in vague accordance with current published estimates 

in ��= 10 - 50 and a strong increase beyond.�� = eA/mec, 

a laser vector potential.  

   On a fundamental level understanding collisionless ab-

sorption is equivalent to the search for the non-

orthogonality of induced current density to the laser field. 

The answer is found in the interplay of the laser field with 

the space charge E-field induced by it. The idealized 

model of Brunel works already on this basis. It is capable 

of explaining important effects at the relativistic intensity 

threshold and below, like the generation of two groups of 

electrons, a hot and a cold component. The non-

Maxwellian spectrum predicted by the model is found in 

our simulations [2] at the relativistic threshold and below; 

with increasing � it is washed out. By following test or-

bits we are able to localize absorption at the vacuum-

target interface and in the skin layer for all intensities 

below the radiation reaction limit at I = 10
22

 W/cm
2
 in 

linear polarization, in agreement with Brunel for non rela-

tivistic intensities. If therefore the ominous "vacuum heat-

ing" is invoked as responsible for absorption this is cor-

rect if it is identified with Brunel's mechanism. What it 

does not explain in terms of physics, and Brunel does not 

either, is the underlying principle, i.e. the phase shift and, 

in concomitance, orbits crossing. An explanation in terms 

of physics has to show that (i) such a breaking of flow is 

not by accidence and (ii) a hot Maxwellian tail in the 

spectrum is a natural outcome from strong drivers. An-

harmonic resonance [3] is currently the best model ex-

plaining both aspects. It rules stochastic heating and 

"weave breaking" out automatically. Anharmonic reso-

nance constitutes an attractor (fix point).This kind of res-

onance always happens in presence of a sufficiently 

strong driver at any laser frequency and any target densi-

ty, in contrast to harmonic resonance which is bound to 

the plasma frequency, i.e., � = �p. When crossing reso-

nance the momentum of an electron undergoes a phase 

shift by π or a fraction of it with respect to the bulk of the 

plasma. Wave breaking, here more appropriately called 

breaking of flow owing to profile steepening on lengths of 

a small fraction of a laser wavelength, from 1/10 to 1/30, 

is a consequence of absorption and energetic electron 

generation, not its origin. From I = 5* 10
21

 W/cm² on an-

harmonic resonance is strengthened by the generation of 

runaway electrons due to trapping in both, the incident 

and the reflected laser wave. The reduction up to nearly 

disappearance of hot electrons of energies E � Eos is at-

tributed to oscillation inhibition by the ponderomotive 

space charge field. In the whole intensity domain consid-

ered the major fraction of laser energy is deposited in the 

hot and moderately hot electrons. The next significant 

portion goes into Cherenkov plasmons excited by the pe-

riodic plasma jets. From the analysis of test trajectories 

their coupling to the neutralizing return current is appar-

ent. We consider it as an important aspect when modeling 

anomalous transport of heat and fast electrons in com-

pressed matter.  

   Finally, we reexamined the hot electron scaling in 1D, 

perhaps the most controversially discussed subject in the 

pertinent literature. Acceptable coincidence with the lead-

ing approximations, see Refs. in [2], is only found in the 

intensity range 10
20

 - 10
21

 W/cm
2
. The deviations below � 

= 10 are to be attributed mainly to the imprecise propor-

tionality between Eos and I ∼ �
2
. In the runaway absorp-

tion regime the governing scaling law is still to be discov-

ered. The main reason for the current misunderstandings 

and disagreements have to be attributed to the poor 

knowledge of the electron energy spectrum f(E). What is 

missing most at present in the experiment and in the theo-

ry is a clear definition of what means "hot" and "cold" 

electrons. In order not to fall into this deficiency here 

electrons are defined "hot" and moderately hot" if their 

energy is higher than Eos and (0.5 – 2/3)Eos. It is approxi-

mately the range of the Maxwellian tail. The commonly 

used terminology "Maxwellian" is misleading because it 

refers to the electron velocities or momenta with a distri-

bution law df (E) = v2  exp(-E/kBThot)dv ∼ E
1/2

 exp(-

E/kBThot) dE. This differs from our findings (and, implicit-

ly, of others) of a Boltzmann 3 nn distribution df (E) = 

exp(-E/kBThot) dE for the relevant restricted phase space 

of total energies � = Σ Ei. 
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Nonequilibrium electron-lattice relaxation in ultrashort laser-excited solids
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After excitation with an ultrashort laser pulse, the elec-

tronic system of a solid is in a state of strong thermo-

dynamic nonequilibrium. Its thermalization occurs on a

femto- to picosecond timescale; on a similar timescale en-

ergy is transfered to the lattice. The coupling strength of the

electron-lattice relaxation depends on the particular elec-

tron distribution and differs for the nonequilibrium case as

compared to a thermalized electron distribution. Moreover,

in dielectrics, the electron excitation from the valence band

to the conduction band leads to an increase of the density

of the electron-hole plasma, which also influences the en-

ergy transfer to the lattice. Here, we show our studies on

electron-lattice coupling in dependence on laser parameters

for different materials.

Usually the laser energy is absorbed by the electrons of

the material. After ultrashort laser pulse irradiation, the

conduction band electrons thus have a higher energy den-

sity ue than the phonons uph. In case an electron tempera-

ture Te and a phonon temperature Tph can be defined, the

cooling of the electronic system can be described by

∂ue

∂t
= α (Tph − Te) , (1)

where α denotes the electron-phonon coupling parame-

ter. In dielectrics, high intensity pulses promote electrons

from the valence band to the conduction band, thus increas-

ing the density of the electron-hole plasma ne to densities

much higher than the equilibrium density.

Fig. 1 shows the coupling parameter α, determined by

Eq. (1), for laser-excited fused silica. Two electron temper-

atures are assumed and the dependency on electron density

is shown. The phonon temperature is at room temperature.

The curves show an increase for low densities and a tran-
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Figure 1: Coupling parameter α in fused silica.

sition to an asymptote or shallow decrease for higher den-

sities, respectively. This shape and its origin is discussed

and explained in Ref. [1], where also the calculation of

∂ue/∂t with the help of Boltzmann collision integrals is

introduced.

Kinetic equations also open the way to determine a cou-

pling strength for systems in nonequilibrium. The distri-

bution function of electrons f may be strongly disturbed

and deviate from a Fermi distribution after excitation. Also

the phonon distribution g may be disturbed. It is, however,

possible to determine a unique Fermi and Bose distribu-

tion, respectively for electrons and phonons, which obey

the same internal energies ue and uph as f and g. The tem-

peratures of these corresponding equilibrium distribution

are called corresponding temperatures and serve as a possi-

bility to determine an electron-phonon coupling parameter

in nonequilibrium

αneq[f, g] =
due[f ]/dt

Tph[g]− Te[f ]
. (2)

Fig. 2 shows this parameter αneq in gold in dependence

on the corresponding temperature Te[f ] for different wave-

lengths of the exciting laser. It can be seen that the coupling

deviates from the equilibrium case, which is also shown in

the figure. The details of the calculation as well as an in-

tensive discussion is presented in Ref. [2].
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Electron acceleration at grazing incidence of an intense laser pulse∗
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In this paper, the generation of hot electrons at graz-

ing incidence of a subpicosecond intense laser pulse onto

the plane solid target is analyzed for the parameters of the

petawatt class laser system PHELIX using 3-D PIC mod-

eling [1]. The typical time structure of the petawatt class

laser pulse can be found in Fig. 2 of the paper [2], where

the pulse shape of the PHELIX laser is shown for differ-

ent parameters of the contrast boosting module. While

nanosecond ASE prepulse can be substantially reduced by

different measures, the prepulse emission on the timescale

of a few tens of picoseconds is present practically in any

case. In our modeling of the plasma formation we analyzed

first the bulk Al target heating by the picosecond prepulse

only for the time interval [−100,−5] ps, as shown in Fig. 2

of paper [2] for high contrast level ∼ 10−10 at time less

than −100 ps (zero time moment correspond to the max-

imum of the laser pulse intensity). The basic features of

the model used for simulation of the laser-matter interac-

tion at the nonrelativistic prepulse intensities are described

in our recent paper [3]. The electron and ion densities

distributions at t = −5 ps are demonstrated in Fig. 1 for

the P-polarized PHELIX laser pulse with the angle of inci-

dence 80 degrees and maximum intensity 4×1019 W/cm2.

For the electron densities less and about the reflection point

 !""""  #"""  $"""  %"""  &""" "

!'!(

!'!#

!'!)

!'&"

!'&!

!'&&

!'&*

 

 
!
"
#
$

%
&

!" #$

 #

%

 #

&

Figure 1: The electron and ion densities distributions at

t = −5 ps (before the main pulse).

(ne ≈ 0.03× ncr ≈ 0.03× 1021 cm−3) the density profile

can be well approximated by the rarefaction wave exponent

with characteristic scale length Lr = 1.8 µm. This density

profile was used in PIC simulations as the initial density

distribution for the main P-polarized pulse interaction at

the pulse duration 400 fs with the angle of incidence 80 de-

grees and maximum intensity 4 × 1019 W/cm2. Figure 2

shows the energy spectra of accelerated electrons for the

∗Work is partially supported by the Program of RAS No 43.
† andreev@ras.ru

initial density scale lengths Lr = 1.8 µm and 3.6 µm, and

also the spectrum with a hot temperature Th = 3.73 MeV

predicted by the ponderomotive electron energy at pick

laser intensity [4]. With an increase of the plasma den-

sity scale within a few micrometers the number of acceler-

ated electrons drops for energies higher than 30 MeV. But

this dependence takes place for the plasma density scales

less than 10 µm only. For longer pre-plasma density scales

that can be produced by the nanosecond ASE pedestal of

the laser pulse, the accelerating mechanism changes and

the maximum energy of accelerated electrons growth up to

300 MeV for the density scale Lr = 20 µm (at the ex-

pense of the number particles decrease in the energy range

50–100 MeV). Obtained results indicate the substantial in-
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Figure 2: Electron energy spectra for the initial density

scale length Lr = 1.8 µm (solid line) and Lr = 3.6 µm

(dashed line). Dotted line sows the spectrum for a hot tem-

perature Th = 3.73 MeV predicted by the ponderomotive

electron energy.

crease of the characteristic energy and number of acceler-

ated electrons for the grazing incidence of a subpicosecond

intense laser pulse onto the plane solid target in comparison

with the laser interaction at normal (not grazing) incidence.

It should be noted that at grazing incidence of the laser, the

accelerated electrons are directed mainly along the target

surface with a rather small divergence.
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Wide-range models for hydrodynamic simulation of laser experiments∗
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Ultrashort subpicosecond laser irradiation of targets with
relativistic pulse intensities ≥ 1019 W/cm2 is used in many
applications, in particular, for the development of X-ray
sources and warm dense matter production, particle accel-
eration, and fast ignition. In these experiments, a very im-
portant laser facility parameter is the pulse contrast ratio
(the ratio of the prepulse intensity to the peak laser inten-
sity of the main pulse). Laser systems based on the chirped
pulse amplification technique usually produce two types of
prepulses: a relatively low-intensity nanosecond pedestal
due to the amplified spontaneous emission, and temporal
structures on a sub-100 ps time scale. Typically, the con-
trast ratio at ∼ 1 ns before the main pulse is about 10−6,
and it can be diminished using the plasma mirror tech-
nique or frequency doubling by a few orders of magnitude.
But even for improved contrast less than 10−7, which can
be produced by modern setups [1], for the laser pulses of
peak intensities ≥ 1019 W/cm2 the energy contained in the
nanosecond prepulse is sufficient to generate a plasma at
the surface of a solid target, well before the main pulse.
This changes a lot the dynamics of high-intensity laser-
solid interaction and hampers in the application of thin foils
and nano-structured targets, which can be destroyed com-
pletely by the prepulse action.

For simulation of laser experiments, we have elabo-
rated and used a two-temperature single-fluid radiation hy-
drodynamic model [2, 3, 4]. This wide-range model de-
scribes the laser energy absorption, electron-ion coupling
and two-temperature effects, radiation transport, thermo-
dynamic properties of materials and ionization from nor-
mal conditions at room temperature to weakly non-ideal
high-temperature plasma. Using the model we have stud-
ied pump–probe experiments [2] as well as the action of a
nanosecond prepulse on thin films [3, 4].

Thin foil dynamics under the prepulse action is espe-
cially important for the promising design of targets for the
laser ion acceleration and effective X-ray generation. On
the other hand, a thin foil can be arranged to shield the main
target from the laser prepulse impact. In the latter case the
shielding foil of a proper thickness can totally absorb the
prepulse till the moment specified. Indeed, the heating of
the foil material results in its subsequent rarefaction. This
process leads eventually to the electron density drop below
the critical value so the plasma shield becomes transparent
for the laser beam. The moment of the foil material trans-
parency depends on the laser pulse intensity profile, foil
thickness, material used etc. In the best case this moment
corresponds to the main pulse arrival time.

∗Work partially supported by RFBR Nos. 13-08-01179, 14-02-01077.
† povar@ihed.ras.ru

As an example of modeling, we present here the dynam-
ics of thin Al and CH2 films irradiated by long nanosecond
prepulse with 1013 W/cm2. The balance between the in-
cident laser intensity, transmitted laser intensity and radi-
ation flux is investigated. The fraction of the laser energy
transmitted through the film is determined together with the
determination of emitted thermal radiation flux. The spec-
trum for Al and CH2 films after 1 ns prepulse action is pre-
sented in Fig. 1. On can see a tenfold decrease in radiation
flux for CH2 film in comparison with Al one.
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Figure 1: Spectrum of re-emission from the back side of
the films after 1 ns prepulse action: Al — solid (red) curve;
CH2 — dashed (blue) curve.

We have found out that there is an “optimal” film thick-
ness that can totally diminish the prepulse energy transmit-
tance and become transparent by the moment of the main
high-intensity subpicosecond pulse arrival. At the same
time the re-emission of the prepulse energy by the shield-
ing film can be significant for Al films producing an unde-
sirable preheating and rarefaction of the main target placed
behind the film. Fortunately, for a CH2 film it is observed
a tenfold reduction of the re-emission flux which does not
produce an essential target disturbance. Thus, films com-
posed of light elements can be effective in the cutting off
of the nanosecond low-intensity prepulses.
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Deep plasma channels for high quality electron acceleration ∗
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We study hollow plasma channels with smooth bound-
aries for laser-driven electron acceleration in the bubble
regime. Contrary to the uniform plasma case, the laser
forms no optical shock and no etching at the front. This
increases the effective bubble phase velocity and energy
gain. The longitudinal field has a plateau that allows for
mono-energetic acceleration. We observe as low as 10−3

r.m.s. relative witness beam energy uncertainty in each
cross-section and 0.3% total energy spread. By varying
plasma density profile inside a deep channel, the bubble
fields can be adjusted to balance the laser depletion and de-
phasing lengths. Bubble scaling laws for the deep channel
are derived. Ultra-short pancake-like laser pulses lead to
the highest energies of accelerated electrons per Joule of
laser pulse energy.

Figure 1: Simulation results for the case R = 32µm.

Here, we consider the bubble regime of electron accel-
eration, but in a deep plasma channel rather than in a uni-
form plasma. This allows for a significant improvement
of the acceleration . We demonstrate that (i) the effective
bubble phase velocity and energy gain increase in the chan-
nel; (ii) the longitudinal field has a plateau that allows for
mono-energetic acceleration; (iii) the focusing force acting
on the accelerated bunch is strongly reduced; (iv) the bub-
ble scaling laws and the bubble field distribution for the
deep channel are derived; (v) according to the new scaling
laws, ultra-short pancake-like laser pulses match the de-
phasing and depletion length in the channel and thus lead to
the highest energy gains of accelerated electrons per Joule
of laser pulse energy. In simulations, we observe as low
as 10−3 r.m.s. relative witness beam energy uncertainty in
each cross-section and 0.3% total energy spread. The lack
of focusing in the channel eliminates the very possibility
of a betatron resonance and leads to much sharper beam
energy distributions.

To check the theory, we perform a 3d PIC simulation
using the code VLPL [1]. In the simulation, we take a

∗Work supported by DFG TR18, EU FP7, EUCARD2 and by BMBF

laser pulse with 141 J energy and 16 fs duration that is very
closed to the designed parameters of the Apollon laser [2].
The laser pulse was focused down to 32 µm spot radius in a
plasma channel of 24 µm radius with soft exponential walls
[3]. We observe very little or no self-injection in the bubble
when an empty on-axis channel is used. Thus, we inject an
external co-propagating witness electron bunch at the end
of the bubble.

Figure 2: a) Longitudinal phase space of the witness bunch
at different propagation distances. b) The final phase space
of the bunch zoomed. The local energy uncertainty is 10−3.

The bubble generated by the laser pulse of radius R =
32µm is shown in Fig.1. The accelerating field, Fig.1(a),
is transversely uniform. It allows for mono-energetic ac-
celeration of wide electron bunches. This transverse field
uniformity is also observed in homogeneous plasmas. The
on-axis profile of the accelerating field in the channel,
Fig.1(b), however, differs from that in the uniform plasma
case. There is a region of flat accelerating field at the very
back of the bubble. This region can be used to accelerate
reasonably long witness bunches mono-energetically. We
inject a witness bunch that occupies about 10% of the bub-
ble length. The longitudinal phase space of the accelerated
bunch is shown in Fig.2(a) at different times. The bunch
stays very monoenergetic for the first 30 cm of accelera-
tion, because it was injected in the flat accelerating field
part of the bubble. The relative r.m.s. energy spread σE/E
of the bunch is merely 0.3% when it gains 7.5 GeV energy.
This is much better than the ratio of the bunch length to the
bubble length that is 10%. Later, the bunch slowly leaves
this flat E−field region and advances into the region with
linearly growing Ez−field. Finally, it gains a positive en-
ergy chirp as seen in Fig.2.

In conclusion, the deep plasma channels allow for high
quality acceleration of a witness bunch.
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Introduction
The particle-in-cell (PIC) method has been used to sim-

ulate a wide varieties of physical problems, ranging from
electrical discharge to particle acceleration. However, in
several situations, e.g. pair production or ionisation, the
number of particles grows exponentially in the simulation
box. As a consequence, the memory is easily overflowed
and thus the performance drops drastically.

Usually, the blind merging method is employed in or-
der to combine particles in the phase space. However, by
picking up particles randomly, this method can easily dis-
tort the physical description of the system. In this work, we
present a new method, so named Voronoi particle-merging
algorithm. Our algorithm partitions the phase space of one
simulation cell into smaller subgroups such that each group
will consist particles that are close to each other. Firstly, the
algorithm measures which axis has the largest standard de-
viation and then makes a hyperplane cut through that axis.
The hyperplane cut will reduces the deviation on that axis.
The algorithm continues until the deviation on each axis
reaches a certain value.

Simulations
We test our algorithm in the case of magnetic shower.

Due to the radiation reaction, an energetic electron prop-
agating in a strong magnetic field will emit a hard pho-
ton. This photon, after interacting with the strong mag-
netic field, will in turn decay into an electron - positron
pair through the Breit-Wheeler process. The whole event
repeats itself and leads to the avalanche of pair production.

Fig. 1 shows the evolution of the total energies of elec-
tron, positron, and photon in time. It can be seen that the
total energies for electron and photon with Voronoi merg-
ing algorithm (purple lines) are equivalent to those with
no merging. We see that there is a small loss in the to-
tal energy of positron and thus the total energy of the sys-
tem decreases by the same margin. On the contrary, for
blind merging method (red line), not only we observe that
there is a huge drop in the total energy of positron after the
first merging event, but also the total energy of photon be-
haves in a strange way. To point out the performance of
our algorithm, we plot the number of particles in fig. 2.
At the beginning, we have only 40 electrons in the sim-
ulation box. When the simulation ends, without merging
(blue line) the number of particles for both electrons and
positrons are 34000 and that of photon rises up to 400000.
The Voronoi merging algorithm (purple line) reduces the
number of particles in the simulation box by a factor of 7.

∗Work supported by DFG TR18, EU FP7, EUCARD2 and by BMBF

Even though this performance is humble compared to that
of blind merging method (red line), the physical description
of the system is still equivalent to without merging.

Figure 1: (From left to right) The total energies of electron,
positron, and photon in the simulation without merging
(blue), with blind merging (red), and with Voronoi merg-
ing (purple).

Figure 2: (From left to right) The total numbers of particles
for electron, positron, and photon in the simulation without
merging (blue), with blind merging (red), and with Voronoi
merging (purple).

Summary
We have presented the Voronoi particle-merging algo-

rithm, in which only particles which are close to each other
in the phase space are allowed to merge together. The sim-
ulation results have shown that the current implementation
of the algorithm conserves perfectly momentum and a good
energy conservation is achieved. Future effort will be fo-
cused on the improvement of the enegy conservation and
the merging performance.
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Introduction
Radiation pressure acceleration (RPA) has been pro-

posed as an alternative method of ion acceleration at ul-
trahigh laser intensities. It allows a better control of the ion
energy distribution and the acceleration of a much larger
number of ions from a smaller target area. However, this
mechanism is not stable due to the excitation of transverse
instabilities on the laser-foil interface. This is a hotly de-
bated question that what conditions should be required to
preserve a good beam quality during acceleration for these
thin targets. Besides, for target normal sheath acceleration
(TNSA), the angular divergence of the ions measured in
experiment ranges from 20◦ to 60◦. Therefore, it is also
essential to improve the spatial properties of the ion beam
for practical applications.

Control of the RPA protons
A foil-in-cone target, by using a guiding cone to en-

circle the mass-limited foil, is proposed to enhance sta-
ble laser-radiation-pressure-driven proton acceleration by
avoiding the beam degradation in whole stage of accelera-
tion. While an ultraintense circularly polarized laser pulse
is incident onto the cone, the laser radiation pressure pushes
the entire foil forward. During the foil acceleration, a ra-
dial sheath electric-field is formed on the inner walls of
the cone because the skin-layer electrons are dragged out
by the oscillating electric-field of the laser wings. This
sheath electric-fields, accompanying with conical electrons
propagation, act as a dynamic lens to focus the proton
beams and suppress undesirable transverse explosion of
the foil. It is shown that, by using a transversely Gaus-
sian laser pulse with intensity of ∼ 2.74 × 1022W/cm2,
a quasi-monoenergetic proton beam with a peak energy of
∼1.5GeV/u, density ∼ 10nc and transverse size ∼ 1λ0 can
be obtained at the tip of the cone as shown in Fig. 1.

Control of the TNSA protons
For TNSA, such a hollow cone is used to encircle a

thicker solid target and a p-polarized laser pulse with a
Gaussian profile is incident along the axial direction of the
cone from the left boundary. It is found that a part of target
hot electrons propagate along the conical inner surfaces due
to the confinement of self-generated electromagnetic fields,
and a radial electric-field around the conical inner surfaces
is thus induced by these moving electrons. Its intensity is
even comparable with the pure coulomb explosive field in
the limit case and is strong enough to transversely focus

∗Work supported by EU, EURONS contract No. 506065.

Figure 1: The evolution of the foil proton density nHi for
cases with [(a) and (b)] and without cone [(c) and (d)].

these expanding protons. As a result, most of the rear ac-
celerated protons with use of the guiding cone are confined
within the conical channel as shown in Fig. 2. Besides, the
divergence of the proton beam can be significantly reduced
and the number density is substantially enhanced.

Figure 2: Density distribution of the protons for both cone
[(a) and (b)] and plane [(c) and (d)] target cases at t =
100T0 and t = 200T0, respectively.

Summary
It is demonstrated by particle-in-cell simulations that the

laser-accelerated energetic protons in both TNSA and RPA
can be dynamically controlled by using a guiding cone.
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Introduction

Raman amplification in plasma is a potential method for

the creation of the next generation of ultrashort, ultrain-

tense laser pulses. One of the most attractive aspects of

using plasma as a gain medium is the absence of a dam-

age threshold, which acts as a limiting factor in conven-

tional, solid-state gain media. However, while the plasma

itself has no damage threshold, the generated plasma wave

which acts to couple the pump and probe may only grow

to finite amplitude before breaking. Whether the excited

plasma wave reaches the cold wavebreaking limit depends

only on the pump amplitude[1].

Results

Simulations are carried out using the Leap model[2],

a fast multidimensional code for the simulation of Ra-

man amplification. The pump and probe are described

through their envelopes, while the plasma susceptibility

and the excited plasma wave amplitude are calculated from

a particle-in-cell treatment. A 800 nm pump of intensity of

1×1015 W cm−2 is used to amplify a probe of initial inten-

sity 1×1016 W cm−2 in plasma of density 4.4×1018 cm−3.

These parameters correspond to a pump intensity 50 times

above the threshold for the wavebreaking regime.

While the presence or absence of wavebreaking depends

only on the pump amplitude, we find that amplification de-

pends strongly on the initial probe. Two-dimensional sim-

ulations were carried out for an initial probe FWHM inten-

sity duration of 83 and 50 fs, as shown in Fig 1. Fig. 2

shows that, while the peak amplitude grows roughly lin-

early with propagation distance in both cases, the growth

rate is lower for the initially longer pulse. This is attributed

to self-steepening of the probe, leading to a maximum final

amplitude at a point corresponding to a much lower initial

probe amplitude. This lowering of the effective initial am-

plitude reduces the final amplitude.

Conclusions

It is clear from these simulations that in order to max-

imise amplification, the initial probe should be chosen care-

fully. Indeed, a more energetic probe does not guarantee

better amplification. Future experiments may benefit from

simulations scanning the possible parameter space to find

the optimal probe parameters for the experimental setup.

∗Work supported by DFG TR18, EU FP7, EUCARD2 and by BMBF
† farmer@hhu.de
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Figure 1: Evolution of the probe pulse intensity as it is am-

plified, shown (from top to bottom) after 0, 2, 4 and 6 ps

interaction with the pump. Figures to the left show a probe

with an initial FWHM of 83 fs, those to the right for 50 fs.
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Figure 2: Plot of peak probe amplitude over time for an

initial pulse duration of 83 and 50 fs.
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Calculation of ion structure factors in warm dense matter ∗

C.-V. Meister, B. Jiang, and D.H.H. Hoffmann

Technische Universität Darmstadt, Germany

Introduction

Transport properties in solid and fluid phases of matter

are strongly determined by the disposition of their atoms,

molecules, ions and electrons. In case of solids and plas-

mas, this disposition is theoretically recorded by the struc-

ture factor of the charged particles, which may be ex-

pressed by Fourier transforms of two-particle correlation

functions.

In weakly nonideal plasmas with plasma parameters, i.e.

ratios of the potential interaction energies of the charges

to their kinetic energies, smaller than 0.1, the correlation

functions may be well estimated in Debye approximation

[1-3]. There the particle interaction is described by the De-

bye potential considering electrostatically screened point

particles. But with increasing density of the matter, also

the dimension of the ions has to be taken into account. Here

the calculation of the structure factors within the frame of

the mean spherical approximation is promising. Within the

mean spherical approximation, the ions are considered to

be charged hard spheres located in a homogeneous neutral-

izing electron background [4]. Using the mean spherical

approximation, rather good results were obtained for alkali

plasmas at the melting point [1, 2]. Furthermore, recently

models of structure factors are being developed extending

the Debye approximations to quantum physical problems.

In doing so, the dielectric functions of the matter have to

be calculated, at least, in random phase approximation [3].

The authors of [3] concluded that their quantumphysical

model is in correspondencewith hypernetted chain approx-

imations (HNCA) provided one neglects local field corre-

lations. The University of Technology Darmstadt (TUD)

began to deal with HNCA in 2014.

Structure factor in mean spherical

approximation

In accordance with the long-time experience concerning

the MSA [1, 2], in 2014 at the TUD also first MSA cal-

culations were performed for chemical elements foreseen

as target materials in present and future FAIR experiments.

Particularly, the newly developed numerical programmes

of the structure factor will also be used to calculate electri-

cal and heat conductivities of the Super Fragment Separator

of FAIR.

In this report, only the ion structure factor is considered,

which takes the distribution of the ions in the plasma, or

the lattice of a solid, into account. The Fourier transform

of the square of the absolute value of the interaction po-

tential Vei(~q) of N electrons and N ions in matter can be

∗Work financially supported by contract No. 05P12RDFN6.

decomposed into the single ion scattering part |vei(~q)|
2, i.e.

the form factor, and an ion distribution factor Ŝ(~q), so that

|Vei(~q)|
2
= NŜ(~q)|vei(~q)|

2,

Ŝ(~q) =
1

N

∑

ij

exp[i~q(~Ri − ~Rj)].

Averaging Ŝ(~q) over the ion positions ~Ri and ~Rj , one ob-

tains the structure factor Sii(q) which is related to the pair

distribution function of the ions fii(r) (r is the ion dis-

tance, q a wave number). In the thermodynamic limit of a

classical plasma with an ion numberN → ∞, one has

Sii(q) = 1 + ni

∫

d~r fii(r) exp (i~q~r).

ni designates the ion particle density.

A two-particle distribution function fab(r) of particles

of kind a and b may be found from the Ornstein-Zernicke

equation [5]

fab(r) − 1 = cab(r) + nc

∞
∫

0

cac(|~r − ~r1|)hcb(~r1) d~r1.

Here the total correlation function hab(r) = fab(r) − 1

is the sum of the direct correlation function cab describing
the interaction between the two particles a and b, and an in-
direct contribution caused by the interaction with all other

particles of kind c.
In MSA

fab = 0 at r < |~ra − ~rb|,

cab(r) = −vab(r)/(kBT ),

(kB - Boltzmann constant), while in HNCA

cab(r) = fab(r) − 1− ln fab(r) − vab(r)/(kBT ).

Calculating the ion structure factor Sii(q) in MSA, in

this work expressions by Palmer and Weeks [4] given us-

ing complex numbers were rewritten in the following form

using real numbers [1, 2]

S(q) = 1−
2A+ C

A+B + C
,

A = 144η2(M2u4
+ Pu2

+ τ2 + 2τMu2
),

B = u8
+ u4

(
R4

4
− 24ητ − 24ηR(τ − P ))
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+u2
(12ητR2

+ 144η2(τ − P )
2
) + 144η2τ2,

C = 24η cosu
[

Pu(−Ru3
+ 12η(τ − P )u)

+(Mu2
+ τ)(u4 −

R2u2

2
− 12ητ)

]

+24η sinu
[

Pu(u4 −
R2u2

2
− 12ητ)

−(Mu2
+ τ)(−R2u3

+ 12η(τ − P )u)
]

,

R =
6η

1− η
−Q,

P =
1 + 2η

(1− η)2
−

Q

2(1− η)
+

τ

2
,

M =
Q2

24η
−

1 + η/2

(1 − η)2
,

Q =
1+ 2η

1− η

[

1−

(

1 +
2(1− η)3τ

(1 + 2η)2

)1/2
]

,

u = 2Riq, τ = 2Riκi,

η =
4

3
πniR

3
i , κ2

i =
q2i ni

εokBT
.

Figure 1: Structure factor of onefold ionized cesium at the

melting point with T = 303.15 K, n = 8.292 · 1027 m−3

To compare the numerical results for the static ion struc-

ture factor Sii(q) with former theoretical estimats [1, 2],

first studies were performed for cesium at the melting point

(Fig. 1). Further, the ion structure factor of other dense

plasmas was studied, for instance of aluminum with three-

fold charged ions at the melting point (Fig. 2). In case of

small plasma densities the results in MSA coincide with

the results of a linearized Debye approximation. Besides,

it is found that the agreement between theoretical results

and experimental data may be improved by adjusting the

hard core radius Rii. This adjustment may even amount to

a modification of Rij by almost 100 percent.

Figure 2: Structure factor of threefold ionized aluminum

at melting temperature T = 934, 8 K and n = 8.292 ·
10

27 m−3

Conclusions

The present study of ion structure factors in Debye approx-

imation and MSA shows that at solid body densities ion-

structure effects in plasmas are essential. They cannot be

described with sufficient accuracy using a Debye approxi-

mation. MSA and HNCA methods should be applied. Up

to now, only ion structure effects at melting points are in-

vestigated in the present work, focusing on alkali metals

like cesium and on aluminum. In future, also the structure

factors of yet other elements at various degrees of ionisa-

tion will be studied. Moreover, it will be analysed how

structure effects modify electrical and thermal conductivi-

ties of warm dense matter. First estimates show that trans-

port coefficients may change by 100 percent at solid body

densities because of ion structure effects [1, 2, 6].
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Transport coefficients of FAIR S-FRS targets in Born approximation ∗

C.-V. Meister and D.H.H. Hoffmann

Technische Universität Darmstadt, Germany

Introduction

In the Super-FRS target and in the beam catchers at GSI

stress waves are generated by intense, fast-extracted ion

beams which deposit a high amount of energy within a very

short time into the target material. This may cause material

damage. In this connection, measurements of thermal pa-

rameters and eddy-current resistivity are planned as mon-

itoring techniques. At the same time, to understand the

physics of the destruction processes in more detail, also

a comprehensive theoretical study of thermal parameters

such as heat capacity, coefficient of thermal expansion as

well as thermal conductivity in warm dense target matter is

necessary [1].

Inelastic thermal spike model

The model used at GSI to calculate the heat transport

in the material is the inelastic thermal spike one [2]. In

the model, the electrons and the lattice (i.e. ions) are con-

sidered as two coupled subsystems. The kinetic energy of

the projectiles is deposited into the electron system of the

target, where thermalization occurs within about 10−15 s.

The heated electrons transfer then their energy by electron-

phonon coupling to the lattice, in which thermal equilib-

rium is reached after about 10−13 s. The heat distribution

in the electron and lattice subsystems is described by classi-

cal heat transport equations. The energy exchange between

electrons and lattice is taken into account by a coupling pa-

rameter g. Describing the penetration of the projectiles into
the target by a cylindrical system, the heat transport equa-

tions read

Ce(Te)
∂Te

∂t
=

1

r

∂

∂r

[

rKe(Te)
∂Te

∂r

]

−g(Te−Ta)+A(r, t),

Ca(Ta)
∂Ta

∂t
=

1

r

∂

∂r

[

rKa(Ta)
∂Ta

∂r

]

+ g(Te − Ta).

Tj , Cj , and Kj are temperature, specific heat coefficient,

and thermal conductivity of the electrons (j = e) and the

lattice (j = a), respectively. A(r, t) describes the spacio-
temporal deposition rate of the target energy to the electron

subsystem, it is estimated by the Katz model [2]. Usually,

the parameters of the lattice Ca and Ka have to be taken

from experiments. In the present work, in case of not too

large plasma parameters Γ = Vei/kBTe, the heat capac-

ity is estimated within the frame of a virial expansion in

density order 5/2 [3].

∗Work financially supported by contract No. 05P12RDFN6.

Transport coefficients in Born approximation

The thermal conductivity K is estimated using the

Wiedemann-Franz law L = e2K/(k2BTσ) and calculating

the electrical conductivity σ (e - elementary charge, kB -

Boltzmann constant, T = Te = Ti). Here L is the Lorenz

number. In the case of a non-degenerate plasma, the Lorenz

number equals 4, if only electron-ion interaction is consid-

ered. If the electron-electron interaction is taken into ac-

count additionally, then L = 1.5966 [4]. For degenerate

plasmas with free electrons, one has L = π2/3.
The electrical conductivity σ is found using the method

of Zubarev presented e.g. in [5,6]. The method corresponds

to a linear response theory expressing σ by force-force cor-

relation functions,

σ =
e2

Ω

N∗

(N [G;G]−W [F ;G])−W ∗

(N [G;F ]−W [F ;F ])

[F ;F ][G;G]− [F ;G][G;F ]
.

F is the force related to the plasma particle momenta, and

G is a force related to the heat current. The Hamiltonian

of the plasma is described by the adiabatic one, i.e. the ion

motion is neglected.

H = Hs − e ~E ~R,

N∗

= N +
1

me
[Px;F ], W ∗

= W +
1

me
[Px;G],

F = M
(0)
ei =

i

h̄
[Hs, Px], G = M

(2)
ei +M (2)

ee =
i

h̄
[Hs, Qx],

N =
i

h̄
Sp {ρo[Px, Rx]}], W =

i

h̄
Sp {ρo[Qx, Rx]}],

ρo =
1

Z0
e−β(Hs−µN), A(t) = eiHst/h̄Ae−iHst/h̄,

[A,B] =

0
∫

−∞

dt eηt
β
∫

o

dτSp{ρoA(t− ih̄τ)B}.

~E describes the external electrical field, Ω is the plasma

volume,N - its number density,me and κe designate mass

and inverse screening length of the electron. µ is a chemical

potential and β = 1/(kBT ).
In Born approximation, i.e. in second order with respect

to the interaction potential of the charged particles, one

finds for the electron-ion correlation functions [5,6]

[M
(m)
ei ;M

(n)
ei ] =

Nm2
eΩ

2

12π3h̄3 I(q),

I(q) =

∞
∫

o

dq q3S(q)|Vei(q)|
2Y mn

(q2),

where S(~q) is the ion structure factor and Vei(q) - the
Fourier transform of the screened electron-ion interaction

potential assumed to be of the Hellmann-type,
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V (q)sei = −

e2

εoΩ

[

1

q2 + κ2
e

−

A

(q2 + α2)(1 + κ2
e/q

2)

]

.

A and α are parameters depending on the considered target

material. The function Y mn
(q2)may be written in the form

[5] (z = βh̄2q2/[8me]− βµe)

Y mn
(q2) =







































































(ez + 1)
−1 if n = m = 0,

2(z + βµe)/(e
z
+ 1) + 2 ln(1 + ez)

if n = 0,m = 2 or n = 2,m = 0,
4(z + βµe)/(e

z
+ 1) + 8(z + βµe)·

ln(1 + e−z
)− 8

∞
∑

ν=1
(−1)

νe−νz/ν2

if n = m = 2, z ≥ 0,

4
z+βµe

ez+1 + 8(z + βµe) ln(1 + e−z
) + 4z2

+
4π2

3 + 8

∞
∑

ν=1
(−1)

νeνz/ν2

if n = m = 2, z ≤ 0.

Γ βµe ne [m
−3] κe [a

−1
o ]

0.58 -10 1.157 · 1021 1.498 · 10−3

4.26 -4 4.639 · 1023 2.990 · 10−3

14.8 0 1.951 · 1025 1.730 · 10−1

36.5 6 2.918 · 1026 3.672 · 10−1

51.2 12 8.040 · 1026 4.390 · 10−1

Figure 1: Integrand I(q) of the correlation function

[M
(0)
ei ;M

(2)
ei ] for cesium at the melting temperature of

303.15 K and different plasma parameters Γ. A =

1.371, α = 1.037 Å−1. ao describes the Bohr radius.

The integrand of the correlation functions (see Fig. 1)

has to be calculated very carefully, special attention has

to be paid to the structure factor at small wave numbers

q having strong oscillations. The analysis showed, that

the form of the integrand gets more and more complicated

with higher order of the correlation (i.e. increasingm or n)
and with growing plasma parameter. First results for the

electrical conductivity of the cesium plasma at the melt-

ing point taking the ion structure factor into account, and

neglecting it, are presented in tables (ne - electron den-

sity, µe - chemical potential of the electrons). Further,

using the Wiedemann-Franz law with a Lorenz number

L = π2/3, some estimates for the heat conductivity of a ce-

sium plasma at melting temperature are obtained. There the

influence of the ion structure factor is taken into account.

In the literature, for cesium solids, a heat conductivity of

35.9 Wm−1K−1 is given.

K ≈

(4πεo)
2kBLσ

∗

e4(β)2
√

meβ
≈ 10

−3σ∗

W

Km
, σ∗

=
e2
√

meβ3

(4πεo)2
σ.

Γ σ∗

(S(q) = 1) σ∗

(S(q) 6= 1) K [Wm−1K−1
]

0.58 0.1629 0.1716 1.75 · 10−4

4.26 0.7767 0.9826 1.00 · 10−3

14.8 20.15 80.91 0.08

36.5 222.4 3168 3.39

51.2 453.1 8094 8.23

Conclusions

Models for the thermal parameters of warm dense matter

are presented. Based on former works by Röpke and Meis-

ter [5,6], the electrical conductivity is recalculated in Born

approximation taking the ion-structure factor into account

in mean spherical approximation. First results for thermal

conductivities are found using the Wiedemann-Franz law

with a Lorenz number given by Reinholz et al. [4].

In future, the presented models for thermal and trans-

port parameters have to be further developed for non-fully

ionized plasmas of yet higher densities and lower tempera-

tures. Moreover, new models for the coupling coefficient g
of the inelastic spike model have to be proposed.
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Simple model for permittivity of a collisional plasma with account for
contribution of electron-electron collisions∗
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Simple model for the dielectric function of a completely
ionized plasma with an arbitrary ionic charge, that is valid
for the long-wavelength perturbations is derived using ap-
proximate solution of a linearized Fokker-Planck kinetic
equation for electrons with a Landau collision integral.

The model accounts for both the electron-ion collisions
and the collisions of the subthermal (cold) electrons with
thermal ones. The relative contribution of the latter colli-
sions into permittivity is treated phenomenologically intro-
ducing some parameterκ which is chosen in such a way
to get well-known expression for stationary electric con-
ductivity in low-frequency region and fulfill requirement
of vanishing contribution of electron-electron collisions at
high frequency region. This procedure ensures the applica-
bility of the model in the wide ranges of plasma parameters
and frequencies of electromagnetic radiation.

Unlike interpolation formula proposed earlier by Bran-
tov [1], our model fulfills the Kramers-Kronning rela-
tions and gives generalization of the well-known Lee-More
model for stationary conductivity [2] and similar models
for dynamical conductivity [3, 4] for the cases of degen-
erate and strongly-coupled plasmas, but with account for
electron-electron collisions for the case of plasmas with ar-
bitrary ionic charge and for finite frequencies of laser radi-
ation.

The permittivity of plasmas stipulated byintraband tran-
sitions is expressed asε = 1− (ωp/ω0)

2K0(ω), whereω0

andωp =

√

4πnee2/m arelaser and plasma frequencies,
respectively,ne = Zni is electrons concentration,ni is
ions concentration,Z is average ions charge,e andm are
charge and mass of electrons, respectively; function

K0 =

−2iχ
Z2

ξωε
3/2

F

∫

∞

0

F
(

1;α
Z
; iβ

Z
ξ3
)

f
F
(ξ)[1−f

F
(ξ)]ξ7dξ

is expressed in terms of confluent hypergeometric function
F (a; b; z); the following designations are adopted here and
futher: ξ =

v
√

2vth

, ξω =
3
√

π

4

νe

ω
, α

Z
=

Z∗+8

3
, β

Z
=

Z∗

3ξω
,

wherev is electrons velocity,vth =

√

T/m, T is elec-

trons temperature,EF =
~
2

2m
(3π2ne)

2/3 is the Fermi
energy,EF = EF /T , εµ = µ/T , µ is the chemical
potential expressed in terms of Fermy energy asεµ =

X1/2

(

2

3
ε
3/2

F

)

, whereX1/2 is the function inverse to the

Fermi integralF1/2(x); fF (ξ) =
[

1 + exp(ξ2 − εµ)
]

−1
;

∗Thework is in line with RFBR project 15-52-05057
† andreev@ras.ru

νe =
4
√

2πneZe4

3(mT 3)1/2
Λ is the effective electron-ion collision

frequency, expressed in terms of Coulomb logarithmΛ,
which can be determined in wide range of plasma param-
eters by respective interpolation formulas [5–8];χ

Z2

=

[1+5/Z
∗
]
−1, Z

∗
= Z/κ is effective charge, determined in

terms of functionκ, which is constructed in such a way [8]
to ensure proper limits at high and lower laser frequencies
and for non-degenerate [1] as well as for degenerate [7]
matter:

κ(ω) = κ0/ [1 + (C/ξω)
s
] , κ0 = Z

[

γ̃−1
σ (Z)− 1

]

/5,

γ̃σ = γσ(Z)+
1− γσ(Z)

1 + 0.6 ln (1 + (20εF)−1)
, γσ =

a+ Z

b+ Z
,

whereconstantsa = 0.87, b = 2.2, C = s = 1.
Above formulas ensure proper well known high- and

low-frequency skin effect asymptotics for nondegener-
ate [1, 9] and for degenerate Lorentz plasmas [2–4, 10]
(whenZ ≫ 1 and one can disregard electron-electron col-
lisions) and permits one to calculate optical properties of
matter in wide range of parameters of laser and plasmas
with arbitrary ions charge.
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On Quantum Bound of the Shear Viscosity of a Strongly Coupled Plasma 

V.Mintsev, V.Fortov 

Institute of Problems of Chemical Physics, 142432, Chernogolovka, Russia 

 String theory methods led to the hypothesis that the ratio of 

shear viscosity coefficient to volume density of entropy of any 

physical system has a lower bound [1]. 
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 This paper is devoted to analysis of the behavior of the shear 

viscosity of strongly coupled electromagnetic plasma. Systems 

with strong coupling have a small viscosity compared to weakly 

coupled plasmas in which the viscosity is proportional to the 

mean free path. Today a huge array of experimental data on the 

thermodynamic, transport and optical properties of strongly 

coupled plasma was received, but there are no direct 

measurements of viscosity. For our purposes experimental data 

on measurements of electrical conductivity of hydrogen, 

deuterium and rare gases under intense shock compression and 

under quasiisentropic compression in multistep loading up to 

megabar pressures are the most interesting. 

 Here we have done estimations of the shear viscosity of 

strongly coupled plasma on its data on electrical conductivity. 

Let us first consider the classical fully ionized ideal plasma, 

composed of electrons with mass me with concentration ne and 

mass ions mj=M with concentration ni and average charge Z.

While observing the kinetic coefficients we follow the approach 

stated in monograph [2]. One can find the expression for shear 

viscosity coefficient η  defined through electrical conductivity 

spσ  [3]: 
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Where iT and FT  � ion and electron component temperatures, 

iiΛ and eiΛ  - Coulomb logarithms 

 To determine the thermodynamic parameters of the shock-

compressed plasma with strong interparticle interaction 

"quasichemical" model SAHA was used, in which the Coulomb 

interaction is described within the Debye approximation in the 

grand canonical ensemble. Also it takes into account the 

degeneracy of the electronic component and the short-range 

repulsion of the atoms and ions in the approximation of soft 

spheres. This model has the correct asymptotic behavior of the 

ideal plasma model at low densities and good description of the 

experimental data in the region of strong coupling. Necessary 

for further evaluation the entropy density s was also estimated 

in the framework of the SAHA model, adjusted for the 

interparticle interaction and degeneracy. 

 The results of our calculations of the ratio of shear viscosity 

coefficient to the entropy density in the units of Bkπ4/�  in 

dependence on coupling parameter � are presented on the figure 

1. Quantum lower bound in these variables is a unit LQ =1. 

Here theoretical curves for strongly coupled plasma [24] for 

�=10³ K � �=10
5
 K are presented. The lower possible limit for 

one component plasma (OCP) is represented by the curve 3. It 

is seen, that the values of �/s at �~1, which are calculated using 

experimental data on conductivity of strongly coupled argon 

and xenon plasma and corresponding to relatively low pressures 

of �~1-10 GPa and temperatures of �~(2-3)·10
4
�, are 

correspond �/s ~10³ LQ  and well agree with theoretical models. 

The data in megabar range for rare gases are in the range �/s 

~10²-10 LQ  at �~1÷10 and also do not contradict to the 

theoretical models. As for the data on hydrogen, deuterium and 

helium-hydrogen mixture, received in the region of 

�metallization� at �~150 GPa in different experimental systems 

by the method of quasiisentropic compression, they reach the 

values �/s ~(0.3-10) LQ . Thereby, the hydrogen plasma in the 

region of �metallization� possesses the lowest values of the 

shear viscosity to the entropy ratio. Note that in this case we 

have an extremely high value of the coupling parameter - �~20-

80.
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Figure 1. Dependence of the ratio of shear viscosity coefficient 

to entropy density on coupling parameter. 

 It is interesting to note, that the data on electrical 

conductivity of strongly coupled electromagnetic plasma, 

confirm the tendency of decreasing of the viscosity �/s with an 

increase in the correlation (�) and thus confirm trend of the 

transition of the physical system to the perfect frictionless fluid 

with the increasing of the interparticle interaction. 
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Intense Coherent Gamma-Ray Source Based on the Collective Radiation of

Positronium Atoms in a Bose-Einstein Condensate∗
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The creation of a γ-ray laser has been the subject of ex-

treme interest since the realization of the first lasers. The

annihilation of electron-positron pairs has been considered

as one of the basic processes for the intense γ-ray sources.

In our paper [1] it has been shown that effective γ-ray

laser is feasible due to intrinsic instability of recoilless two-

photon decay of positronium (Ps) atoms. The latter being a

bound state of an electron and a positron plays a central role

in achieving a fundamental understanding of diverse phe-

nomena in many branches of contemporary physics. Apart

from the laboratory-based experiments on the effective cre-

ation of Ps or even molecular Ps [2], Ps atoms are con-

nected with the cosmic electron-positron annihilation radi-

ation from the Galactic center with the rate ∼ 3 × 10
42 Ps

atoms per second, resulting in a narrow 511 keV line [3].

Feasible experimental setup for γ-ray laser is shown in

Fig. 1. Here we consider a cigar-shaped Bose-Einstein

condensate (BEC) of width w and length L (L >> w). As

far as ortho-positronium (o-Ps) has relatively long lifetime

(142 ns) compared with para-positronium (p-Ps) - 125 ps,

in laboratory based experiment it will be more suitable to

obtain BEC for o-Ps. Hence, it is assumed that initially we

have a BEC of spin polarized o-Ps ultra-cold atoms. Then,

applied electromagnetic field initiates transition from o-Ps

BEC to p-Ps one triggering collective annihilation of the

condensate. A comprehensive investigation of a γ-ray laser

at the collective annihilation of Ps atoms in a BEC state in

the self-amplified spontaneous emission regime [1], shows

that due to intrinsic instability of recoilless two-photon de-

cay and shape of condensate, initial spontaneously emitted

entangled photon pairs are amplified, leading to an expo-

nential buildup of a macroscopic population into end-fire-

modes. Thanks to BEC coherence, here we have an abso-

lute instability; i.e., the number of photons grows in every

point within a BEC with exponential growth rate

G =

√

16πneffα5
0

m
= 6×

√

neff [cm
−3]s

−1. (1)

Here neff is the effective density of BEC, m is the electron

mass, and α0 is the fine structure constant.

In Fig. 2 it is shown number of photons Nγ in the

end-fire-modes versus effective density of p-Ps atoms in

BEC for the given length L = 1.5 cm and various widths:

w = L/χ. We assume that the photonic field begins in the

vacuum state, while Ps field is in the Bose-Einstein con-

densate state. As is seen due to above mentioned instabil-

∗Work supported by SCS of RA, Project No. 13-1C066.
† avetissian@ysu.am

Figure 1: Feasible experimental setup for γ-ray laser.

ity and BEC shape, one can obtain intense, coherent and

monochromatic γ radiation from a dense BEC of Ps atoms.
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Figure 2: Number of photons in the end-fire-modes versus

effective density of p-Ps atoms

While the parameters required for an efficient γ-ray

laser are certainly very challenging, the ongoing and fu-

ture progress in creation, trapping, and cooling of Ps atoms

promises clear prospects to reach them.
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Multiphoton Excitations and Harmonics Generation in Quantum

Electrodynamic Vacuum∗
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Abrupt development of new technologies in laser

physics led to the creation of powerful optical lasers of

ultrarelativistic intensities [1] and further realization of x-

ray free electron lasers [2], which allows one to implement

coherent x-ray sources with the peak brightness - by ten

orders of magnitude exceeding ones in conventional syn-

chrotron sources. At the further advance of compression

and focusing techniques for these lasers one can approach

to the Schwinger field strengths. Interaction of such pow-

erful lasers with quantum electrodynamic (QED) vacuum

will have strictly multiphoton character allowing manifes-

tation of nonlinear phenomena in a wide spectrum [3], and

consequently, will open up a new research field with the

high-energy transitions [4]. In particular, becomes real

particle-antiparticle pairs creation/annihilation [5] and co-

herent generation of high harmonics from QED vacuum.

We have investigated the nonlinear electromagnetic

properties of QED vacuum with the revealing of its co-

herent response to the multiphoton excitation by a hard x-

ray radiation, at the conditions permitting a real pair cre-

ation/annihilation process (e.g., the recoil-free processes in

counterpropagating laser fields or in a standing wave-field).

The multiphoton effects become essential when the wave-

particle interaction parameter ξ = eE0/(mcω) ∼ 1 (c is

the light speed in vacuum, m and e are the electron mass

and elementary charge, respectively, E0 is the wave elec-

tric field amplitude, and ω is the wave carrier frequency),

and the interaction behaviour depends on the quantum re-

coil parameter qr = mc2/ (h̄ω) as well.

In Fig. 1 it is shown electron/positron distribution func-

tion N (p, tf ) (in arbitrary units) after the interaction of a

standing wave-field formed by the two counterpropagating

laser fields of relativistic intensities with the QED vacuum.

The resulting wave-field is assumed to be linearly polar-

ized with the frequency ω = mc2/50h̄ ≃ 10 keV/h̄. The

dimensionless field parameter is taken to be ξ = 2.5. It

is also shown harmonics radiation at the induced electron-

positron annihilation. In Fig. 2 it is shown the normalized

coherent part of the vacuum harmonics emission rate as a

function of the harmonic order. The interaction parameters

are the same as for Fig. 1. For this setup one can achieve

the large conversion efficiencies for the 3rd and 5th har-

monics. In particular, for the interaction volume (3λ)3,

where λ = 2πc/ω, the conversion efficiency for the 3rd

harmonic is of the order of 10−3.

∗Work supported by SCS of RA, Project No. 13-1C066.
† avetissian@ysu.am
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Figure 1: Creation of electron-positron pairs at the multi-

photon excitation of QED vacuum.
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Figure 2: Coherent part of the vacuum harmonic emission

rate as a function of the harmonic order.
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