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we met about 30 years ago 
in Germany 

Iohanna was key organizer of QM88 in Lenox 
Peter, Johanna took Gerry Brown and me,in their car, 

 to  Stony Brook after the end of it…

In 1990 I moved 
to Stony Brook myself 

here they are at our home



outline
• Fireballs: Large, small and the smallest 

• high multiplicity pp: HBT, radial flow, flow in HBT 

•  pA: Pomerons, strings, spaghetti, Lund model 
spaghetti collapse 

• the penetrating probe of the Big Bang 

• inverse acoustic cascade 

• sound+sound => gravity wave



Fireballs: large, small and the smallest
Large (AA):  

AuAu… UU at RHIC,Brookhaven 
 PbPb collisions at LHC,CERN

R=6-7 fm 
central

peripheral: b -> 2R  
and size decreases to 0

small: central pA 
one nucleon collides with 

about 20 others

The smallest: pp R=1 fm 
still explodes at high multiplicity!

Hydrodynamical explosion  
studied in detail since 2000 
angular harmonics till m=6 

are sounds with wave length R/m
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the extra matter T = Tf +�T and one from extra motion
of the matter in the sound wave. The latter contribution
comes simply from adding the perturbation to the veloc-
ity,

uµ ⇥ uµ + �uµ (4.7)

�uµ is the perturbation, written in (3.35) as û1 times ⌅ .
The e�ect due to the extra matter is included when

calculating the freeze-out surface:

Tfo = Tb(⌅, r) + �T (⌅, r,⇧) (4.8)

where �T = T̂1/⌅ , with T̂1 from (3.35).The equation (4.8)
is solved for ⌅(r,⇧), and the result for the inviscid case
is presented in Fig.8. Since the contribution from the

FIG. 8: (Color online) Freeze-out surface ⇤(x, y) in fm for the
inviscid case.

perturbation is small, we write ⌅(r,⇧) = ⌅b(r) + �⌅(r,⇧)
and consider terms up to first order in �⌅(r,⇧). By this
we mean that the exponent will be approximated by

pµuµ(⇤b + �⇤)
Tf

� pµub µ(⇤b)
Tf

+
1
Tf

d(pµub µ(⇤b + �⇤))
d(�⇤)

|�⇥=0�⇤

+
pµ�uµ(⇤b)

Tf
(4.9)

Fig.9 shows �⌅ for both, the inviscid and for the viscous
case. In the former case the contribution is much larger
than in the latter, where the viscosity has dampened and
widened the peaks.

Figure 7 compares the particle distribution for the
three cases, (i) the inviscid case, (ii) the minimal ⇥/s =
1/(4⇤) and (iii) so-to-say maximal viscosity case ⇥/s =
0.134. In the ideal hydro case the two peaks of the angu-
lar distributions, due to the overlap of the perturbation
with the fireball boundary, are more pronounced than in
the cases with nonzero viscosity. Also, in this case (i) one
can clearly see high frequency oscillations on the curve.
Those are artifact of the arbitrary limit of the number of
harmonics used to l < lmax = 30. The oscillations dis-
appear when we take viscosity into account, because, as
we mentioned earlier, viscosity kills all higher harmonics

FIG. 9: (Color online) Excess of freeze-out surface �⇤(r,⌅)
due to the initial perturbation. Top: ideal case, bottom: vis-
cous case with ⇥/s = 0.134. Only the half of the surface that
is a�ected by the presence of the perturbation was plotted.

anyway, with l > lmax � 10. In the presence of viscosity,
the peaks in the particle distribution are weakened, and
their angular separation is a bit more spread than in the
inviscid case.

C. Two-particle correlations and comparison to
experiment

The number of extra particles produced by the pertur-
bation are numerically about O(10) (per unit rapidity),
which should be compared to O(1000) particles produced
by the background fireball. Thus modifications of the
expansion and all parameters are of order of percents, in
all parameters and in the spectra. Such small changes
cannot be observed on event-by-event basis: and yet the
fluctuations we discuss do happen di�erently in di�er-
ent events. The resolution of this di⇥culty is provided
by observation of the two (or more) particle correlation

The modified freezeout 
Surface (right) leads to 
A modified angular distribution 
Of particles, with and without viscosity 
(left) 
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this result has been 
reported at QM 
before the data 
were presented
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Figure 2: The steps involved in the extraction of the vn for 2-3 GeV fixed-pT correlation: a) the two-
dimensional correlation function (shown for |∆η| < 4.75 to reduce the fluctuations near the edge), b)
the one-dimensional ∆φ correlation function for 2 < |∆η| < 5 (re-binned into 100 bins), overlaid with
contributions from individual Fourier components as well as the sum, c) Fourier coefficient vn,n vs n,
and d) vn vs n. The bottom two panels show the full dependence of vn,n and vn on ∆η. The v1 is not
shown since it breaks the factorization from vn,n to vn of Eq. 13. The shaded bands in c)-f) indicate the
systematic uncertainties. The range 2 < pa

T
, pb
T
< 3 GeV is chosen, since collective flow is expected to

be large in this range while the pair statistics are still high.
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the acoustic systematics works!

3
4

FIG. 3. (a) v2,3 vs. Npart for pT = 1� 2 GeV/c: (b) ln(vn/�n) vs. 1/R̄ for the data shown in (a): (c - e) centrality dependence
of the �n/�2 ratios extracted from fits to (vn(pT )/v2(pT ))n�3 with Eq. 6; �n/�2 ratios for the MC-Glauber [33, 37] and MC-KLN
[34] models are also shown: (f) extracted values of � vs. centrality: (g) extracted values of ↵ vs. centrality (see text).

FIG. 4. (a) ln(vn/�n) vs. n2 from viscous hydrodynamical calculations for three values of specific shear viscosity as indicated.
(b) ln(vn/�n) vs. n2 for Pb+Pb data. The pT -integrated vn results in (a) and (b) are for 0.1% central Pb+Pb collisions at�

sNN = 2.76 TeV [38]; the curves are linear fits. (c) � vs. 4�⌘/s extracted from the curves shown in (a) and (b).
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To demonstrate their utility, we have used the results196
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FIG. 2: (a) v2, v3 vs. Npart for p? = 1?2 GeV/c: (b)
ln(vn/✏n) vs. 1/R for the data shown in (a).
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FIG. 3: (a) ln(vn/✏n) vs. n2 from viscous hydrodynamical
calculations for three values of specific shear viscosity as in-
dicated. (b) ln(vn/✏n) vs. n2 for Pb+Pb data. The p?
-integrated vn results in (a) and (b) are from ATLAS 0.1%
central Pb+Pb collisions at sNN = 2.76 TeV; the curves are
linear fits. (c) exponent vs. viscosity-to-entropy ratio 4?/s
for curves shown in (a) and (b).

B. Acoustic systematics

There is a qualitative di↵erence between the radial flow
we had discussed so far, and higher angular harmon-
ics. While the former monotonously grows with time,
driven by sign-constant pressure gradient, the latter are
a (damped) oscillators. The signal observed depend on
the viscous damping factor as well as on the particular
phase in which the oscillator finds itself at the freezeout
time. We will discuss those e↵ects subsequently.

Before coming to that let us discuss what is now known
as “acoustic systematics” which provides good qualita-
tive understanding of the data: its dependence on vis-
cosity, size and the harmonic number n. Let us count
parameters. We had already mentioned the macro and
micro scales (1): but it is more convenient to make both
dimensionless using matter temperature as a “calibration
scale” and use LT, lT instead. The second parameter can
be better defined as the famous viscosity-to-entropy ra-

tio ⌘/s = lT . The true micro-to-macro ratio is thus the
product of the following factors

l

L
=

⌘

s

1
LT

(3)

The e↵ects of viscosity damps the higher angular flow
moments stronger. The so called “acoustic damping”
formula was suggested by Staig and myself [? ] . Wave
amplitude damping factor for sound is given by

A(t)
A(0)

= exp
✓
�2

3
⌘

s

k2t

T

◆
(4)

Since the scaling of the freeze out time is linear in R or
tf ⇠ R, and the wave vector k corresponds to the fireball
circumference which is m times the wavelength

2⇡R = m
2⇡

k
(5)

the expression (4) yields

vn

✏n
⇠ exp


�Cn2

⇣⌘

s

⌘ ✓
1

TR

◆�
(6)

where C is some constant.
So, this idea leads to the following predictions: (i) the

viscous damping is exponential; (ii) the exponent con-
tains the product of two small factors, ⌘/s and 1/TR,
as discussed in the introduction the micro-to-macro ra-
tio; (iii) the exponent contains the harmonics number
squared.

Extensive comparison of this expression with the AA
data, from central to peripheral, has been recently done
in Ref. [8] from which we borrow Fig.2 and Fig.3. The
Fig.2 (a) shows the well known centrality dependence of
the elliptic and triangular flows. v2 is small for central
collisions due to smallness of ✏2, and also small at very pe-
ripheral bin because viscosity is large at small systems.
Fig.2 (b) shows the ln(vn/✏n), which according to the
formula is the exponent. As a function of the inverse
system’s size 1/R both elliptic and triangular flows show
perfectly linear behavior. Further issues – the n2 depen-
dence as well as linear dependences of the log(vm/✏m) on
viscosity value – are also very well reproduced, see Fig.3.
Note that this expression works all the way to rather pe-
ripheral AA collisions with R ⇠ 1 fm and multiplicities
comparable to those in the highest pA binds. It also seem
to work till the largest n so far measured.

So, the acoustic damping provides correct systematics
of the harmonic strength. This increases our confidence
that – in spite of somewhat di↵erent geometry – the per-
turbations observed are actually just a form of a sound
waves.

Since we will be interested not only in large AA sys-
tems but also in new – pA and pp – much smaller fireballs,
one may use the systematics to compare it with the new
data. Or, using it, one can estimate how many flow har-
monics can be observed in these cases. For central PbPb

Shuryak,Staig,2011 
product of two small parameters 

n^2 from gradient squared 3
4
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FIG. 3: (a) ln(vn/✏n) vs. n2 from viscous hydrodynamical
calculations for three values of specific shear viscosity as in-
dicated. (b) ln(vn/✏n) vs. n2 for Pb+Pb data. The p?
-integrated vn results in (a) and (b) are from ATLAS 0.1%
central Pb+Pb collisions at sNN = 2.76 TeV; the curves are
linear fits. (c) exponent vs. viscosity-to-entropy ratio 4?/s
for curves shown in (a) and (b).
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of the �n/�2 ratios extracted from fits to (vn(pT )/v2(pT ))n�3 with Eq. 6; �n/�2 ratios for the MC-Glauber [33, 37] and MC-KLN
[34] models are also shown: (f) extracted values of � vs. centrality: (g) extracted values of ↵ vs. centrality (see text).
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FIG. 3: (a) ln(vn/✏n) vs. n2 from viscous hydrodynamical
calculations for three values of specific shear viscosity as in-
dicated. (b) ln(vn/✏n) vs. n2 for Pb+Pb data. The p?
-integrated vn results in (a) and (b) are from ATLAS 0.1%
central Pb+Pb collisions at sNN = 2.76 TeV; the curves are
linear fits. (c) exponent vs. viscosity-to-entropy ratio 4?/s
for curves shown in (a) and (b).

B. Acoustic systematics

There is a qualitative di↵erence between the radial flow
we had discussed so far, and higher angular harmon-
ics. While the former monotonously grows with time,
driven by sign-constant pressure gradient, the latter are
a (damped) oscillators. The signal observed depend on
the viscous damping factor as well as on the particular
phase in which the oscillator finds itself at the freezeout
time. We will discuss those e↵ects subsequently.

Before coming to that let us discuss what is now known
as “acoustic systematics” which provides good qualita-
tive understanding of the data: its dependence on vis-
cosity, size and the harmonic number n. Let us count
parameters. We had already mentioned the macro and
micro scales (1): but it is more convenient to make both
dimensionless using matter temperature as a “calibration
scale” and use LT, lT instead. The second parameter can
be better defined as the famous viscosity-to-entropy ra-

tio ⌘/s = lT . The true micro-to-macro ratio is thus the
product of the following factors

l

L
=

⌘

s

1
LT

(3)

The e↵ects of viscosity damps the higher angular flow
moments stronger. The so called “acoustic damping”
formula was suggested by Staig and myself [? ] . Wave
amplitude damping factor for sound is given by

A(t)
A(0)

= exp
✓
�2

3
⌘

s

k2t

T

◆
(4)

Since the scaling of the freeze out time is linear in R or
tf ⇠ R, and the wave vector k corresponds to the fireball
circumference which is m times the wavelength

2⇡R = m
2⇡

k
(5)

the expression (4) yields

vn

✏n
⇠ exp


�Cn2

⇣⌘

s

⌘ ✓
1

TR

◆�
(6)

where C is some constant.
So, this idea leads to the following predictions: (i) the

viscous damping is exponential; (ii) the exponent con-
tains the product of two small factors, ⌘/s and 1/TR,
as discussed in the introduction the micro-to-macro ra-
tio; (iii) the exponent contains the harmonics number
squared.

Extensive comparison of this expression with the AA
data, from central to peripheral, has been recently done
in Ref. [8] from which we borrow Fig.2 and Fig.3. The
Fig.2 (a) shows the well known centrality dependence of
the elliptic and triangular flows. v2 is small for central
collisions due to smallness of ✏2, and also small at very pe-
ripheral bin because viscosity is large at small systems.
Fig.2 (b) shows the ln(vn/✏n), which according to the
formula is the exponent. As a function of the inverse
system’s size 1/R both elliptic and triangular flows show
perfectly linear behavior. Further issues – the n2 depen-
dence as well as linear dependences of the log(vm/✏m) on
viscosity value – are also very well reproduced, see Fig.3.
Note that this expression works all the way to rather pe-
ripheral AA collisions with R ⇠ 1 fm and multiplicities
comparable to those in the highest pA binds. It also seem
to work till the largest n so far measured.

So, the acoustic damping provides correct systematics
of the harmonic strength. This increases our confidence
that – in spite of somewhat di↵erent geometry – the per-
turbations observed are actually just a form of a sound
waves.

Since we will be interested not only in large AA sys-
tems but also in new – pA and pp – much smaller fireballs,
one may use the systematics to compare it with the new
data. Or, using it, one can estimate how many flow har-
monics can be observed in these cases. For central PbPb

R.Lacey et al, 2013



why is it important to study  
these small fireballs?

• The usual fluids (such as air, water) can be taken to an atomic scale, at 
which they are no longer fluids 

• Quark-Gluon Plasma (QGP) is, in the first approximation, “scale invariant”. 
It is made of massless quarks and gluons and the only parameter is the 
temperature T: p=O(T^4),density=O(T^3),viscosity=O(T^3)                   
rescaling R->R/k,T->kT changes nothing

• (Only in the second (quantum loops) approximation the so called running 
of the coupling appears, and very very hot QGP will become weakly 
coupled, due to ``asymptotic freedom”. This is seen in lattice numerical 
simulations but we will never see it in experiment since such T is too high)

•  

These small fireballs are the hottest object ever produced 
in laboratory! 

Hydrodynamics at its edge is of theoretical interest: 
it is holographically dual to small quantum black holes  
which string theorists want to study but cannot reach 
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rate becomes comparable to the expansion rate”

< n�v >= ⌧�1

coll(n) ⇠ ⌧�1

expansion =
dn(⌧)/d⌧

n(⌧)
(22)

Higher density means larger l.h.s., and thus we need a
larger r.h.s.. So, more “explosive” systems, with larger
expansion rate, freezeout earlier. We will indeed argue
below that pp, pA high-multiplcity systems are in fact
more “explosive”: it is seen from radial flow e↵ects on
spectra as well as HBT radii.

But how those systems become “more explosive” in
the first place? Where is the room for that, people usu-
ally ask, given that even the final size of these objects is
not large but even smaller than in peripheral AA, which
has weak radial flow. Well, the only space left is at the
beginning: those systems must start accelerating earlier,
from even smaller size, to get enough acceleration and
eventually collective flow by their “early” freezeout. So,
our “small systems” must be born even smaller than we
naively think!

A. Collectivity in small systems

Let us briefly recall the time sequence of the main
events. The first discovery – done in the very first LHC
run – was done by CMS, who found a “ridge” correlation
[75] in high multiplicity pp. Unfortunately, it only hap-
pens in events which have probability P ⇠ 10�6 or less,
so studies of this sample are statistically limited[128].

Switching to most central pA CMS [76] and other col-
laborators had observed similar ridge there, now with
much higher – few percent – probability. By subtracting
high multiplicity and low multiplicity correlators CMS
and ALICE groups soon had concluded, that “ridge” is
accompanied by the “anti-ridge”, and thus is basically an
elliptic flow.

PHENIX collaboration at RHIC also found a ridge-
like correltion in central dAu collisions, Furthermore, v

2

is larger than in pPb at LHC by about factor 2. This
is what one would gets from di↵erent initial conditions,
for d and p beams, reflected in pioneering hydro stadies
of such collisions by Bozek [22]. That was the first indi-
cation for collectivity of the phenomenon. (Indeed, any
dynamical model creating v

2

from some gluonic correla-
tions such as “the shape of the Pomeron” would instead
predict a decrease, by about factor 2, as gluons in p and
n of the d can hardly be correlated.) Another contribu-
tion of PHENIX was the observation that dA HBT radii
display the famous decreasing trend with pt well known
for AA collisions, which is another direct evidence for
presence of the collective flow.

But the truly final blow has been made at QM14 by
CMS, who demonstrated their v

2

measurements from 4,6
and even 8 particles: see Fig.13. Previous data for AA
collisions had shown perfect agreement between those,
and new data for pA are in this respect the same. This

Raphael Granier de Cassagnac Quark Matter 2014, Darmstadt 

Multiparticle correlations 
• v2 stays large when calculated with multi-particles 

– v2(4)=v2(6)=v2(8)=v2(LYZ) within 10%  
– True collectivity in pPb collisions!  
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FIG. 14: (color online) Temperature T versus the fireball size
R plane. Solid blue line is the adiabate S = const, approx-
imately TR = const for sQGP. Example 0 in the text cor-
responds to reducing R, moving left A ! B. Example 1 is
moving up the adiabate A ! C. Example 2 corresponds to
adiabatic expansion, such as A ! E,C ! E. If in reality C
corresponds to pA, the freezeout occurs at the earlier point
D.

establishes collectivity of the flow in pA, “beyond the
reasonable doubt”.

Taken collectivity for granted, one can still ask whether
the v

2

observed is caused by geometry of the source. One
nice control experiment testing this is to do He3Au col-
lisions, and test if three initial nucleons, leading to geo-
metric “triangularity” of the initial state, will indeed be
followed by larger v

3

. Preliminary data from Phenix on
He3Au do indeed show v

3

(pt > 1 GeV ) ⇡ 0.05, compara-
ble to hydro predictions [23, 24]: the detailed comparison
to calculations and dAu is still to be done.

B. Small systems and conformal scaling of QGP

Even given those facts, the hydrodynamical treatment
of pA and pp collisions had met a psychological barrier:

the case is closed by these beautiful CMS plot

CMS

The second harmonics V2 of the azimuthal flow 
can be measured using 2,4,6,8… particle correlators 

If the result is the same, ALL particles have this 
features 

This works for peripheral AA but also for pA!
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experimental data within 10-15%, the computed v
2

in
p+Pb collisions underestimates the data by a factor of
approximately 3.5. We have checked that even in the
ideal case (⌘/s = 0) the data is still underestimated by
approximately a factor of 2. We also varied the freeze-
out temperature and switching time ⌧

0

, but no choice
of parameters could achieve much better agreement with
the experimental data. For v

3

, shown in Fig. 5, we find
a similar result: Pb+Pb data are well described, while
p+Pb data are underestimated for No�ine

trk

> 60. Ideal
fluid dynamics (not shown) increases the v

3

significantly
by nearly a factor of 4. Its No�ine

trk

dependence is rather
flat, slightly decreasing with increasing No�ine

trk

, opposite
to the trend seen in the experimental data.
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FIG. 4. (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open sym-
bols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].
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FIG. 5. (Color online) Multiplicity dependence of the root-
mean-square triangular flow coe�cient v3 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].

The primary reason for the small vn in p+Pb collisions
is that the initial shape of the system closely follows the
shape of the proton (see [34]), which is spherical in our
model. The subnucleonic fluctuations included generate
non-zero values of the vn, but they do not fully account
for the larger experimentally observed values. As noted
above, modifications of the (fluctuating) proton shape
are necessary to account for the larger observed v

2

and
v
3

in p+Pb collisions. If the hydrodynamic paradigm
is valid, the results of the high-multiplicity p+Pb and
p+p collisions could then in principle be used to extract
detailed information on the spatial gluon distribution in
the proton.

There are hydrodynamical models that describe as-
pects of the p+Pb data. These models should also de-
scribe key features of Pb+Pb collisions where hydrody-
namics is more robust. A model where the spatial geom-
etry of p+Pb collisions is di↵erent from ours is that of
[13–17], where the interaction region is determined from
the geometric positions of participant nucleons. How-
ever, as noted, this model falls into the class of models
that are claimed [26] not to be able to reproduce the
data on event-by-event vn distributions in A+A colli-
sions. Whether this particular model can do so needs
to be examined. We also note that the v

2

centrality de-
pendence in the model di↵ers from the CMS data for
p+Pb collisions [16].

Another model which claims large v
2

and v
3

in p+Pb
collisions determines the system size from the position of
“cut pomerons” and strings [18, 36]. The multiplicity
dependence of the vn in this model has not yet been
shown. The vn distributions in A+A collisions should
also provide a stringent test of this model.

In addition to the important quantitative tests im-
posed on di↵erent hydrodynamical models by the exper-
imental data, there are conceptual issues that arise due
to the possible breakdown of the hydrodynamic paradigm
when extended to very small systems. As shown in re-
cent quantitative studies, viscous corrections can be very
significant in p+Pb collisions but play a much smaller
role in Pb+Pb collisions [34, 37]. In particular, an anal-
ysis of Knudsen numbers reached during the evolution in
A+A and p+A collisions finds that viscous hydrodynam-
ics breaks down for ⌘/s � 0.08 in p+A collisions [37].

An alternative to the hydrodynamic picture and its
sensitivity to the proton shape is provided within the
Glasma framework itself by initial state correlations of
gluons that show a distinct elliptic modulation in relative
azimuthal angle [21–25]. If these are not overwhelmed
in p+Pb collisions by final state e↵ects, as they are in
A+A collisions, they can contribute significantly to the
observed v

2

, and possibly v
3

. The initial state correla-
tions are those of gluons and do not address features of
the data such as the mass ordering in particle spectra.
While natural in hydrodynamical models, mass ordering
may also emerge due to universal hadronization e↵ects,

FIG. 25: (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration.

leads to all distances being of the order of the impact
parameter b, the only scale in the problem. In (b) we
had shown an alternative picture, in which there are no
gluons but 2Np QCD strings. Since those are “cold” (un-
excited) we crow those as straight lines. (Note that the
picture a bit exaggerates the ratio of two parameters in-
volved: the mean impact parameter between the nucleons
b ⇠p

�NN/⇡ ⇡ 1.6 fm and the size of the quark-diquark
dipole d ⇠ .4 fm, emphasizing b� d.)

Let us estimate the deformation of the initial state.
Since it is central collision, there is no mean geometrical
e↵ects and all deformations comes from fluctuations. As
discussed above, for all n one expects the same magnitude

✏n ⇠ 1p
N

(41)

where N = NpNg for (a) and only N = Np for (b).8 Results

Figure 7 presents the charged particle pseudorapidity density for p+Pb collisions at
�

sNN = 5.02 TeV
in the pseudorapidity interval |�| < 2.7 for eight centrality intervals. In the most peripheral collisions
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Figure 7: dNch/d�measured in di�erent centrality intervals. Statistical uncertainties, shown with vertical
bars are typically smaller than the marker size, colour band shows the systematic uncertainty of the
results.

(centrality interval 60-90%) dNch/d� has what appears to be a double-peak structure, similar to that seen
in proton-proton collisions [35, 49]. In more central collisions, the shape of dNch/d� becomes progres-
sively more asymmetric, with more particles produced in the Pb-going direction than in the proton-going
direction.

To investigate further the centrality evolution, the distributions in the various centrality intervals are
divided by the distribution in the 60-90% centrality interval. The ratios are shown in Fig. 8. The double
peak structure seen in the distributions in Fig. 7 disappears in the ratios. The ratios are observed to grow
nearly linearly with pseudorapidity, with a slope that increases from peripheral to central collisions. In the
0-1% centrality interval, the ratio increases by almost a factor of two over the measured �-range. These
ratios are fit with a second-order polynomial function, and the fit results are summarized in Table 2.

Figure 9 shows the dNch/d� divided by the number of participant pairs (�Npart�/2) as a function
of �Npart� for three di�erent implementations of the Glauber model; standard Glauber (top panel) and
Glauber-Gribov model with � = 0.55 and 1.01 in the middle and lower panels respectively. Since the
charged particle yields have significant pseudorapidity dependence, the dNch/d�/(�Npart�/2) is presented
in five � intervals including the full pseudorapidity interval, �2.7 < � < 2.7.

The dNch/d�/(�Npart�/2) values from the standard Glauber model are approximately constant up to
�Npart� � 10 and then increase for larger �Npart�. This trend is absent in the Glauber-Gribov model with
� = 0.55, which shows a relatively constant behaviour for the integrated yield divided by the number of
participant pairs. Finally, the dNch/d�/(�Npart�/2) values from the Glauber-Gribov model with � = 1.01
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FIG. 26: Rapidity distribution in pPb collisions for di↵erencet
centrality classes, from [38] .

FIG. 27: Sketch of the initial state in central pA collisions.
The plot (a) corresponds to IP-glasma model, with colored
circles representing multiple gluons. Fig.(b) is for Np = 16
Pomerons, each represented by a pair of cold strings. The
open circles are quarks and filled blue circles are diquarks.

Evaluating Ng from PDF’s at LHC energy includes in-
tegration from xmin ⇠ 10�3 to 1: one gets roughly the
ratio

✏(b)n

✏(a)

n

⇠ 1p
Ng
⇠ 4 (42)

Let us now switch to practical calculations and com-
parison to data. Schenke and Venugopalan [9] had re-
cently studied v

2

, v
3

flows in (very peripheral) AA and
central pA. They found that the IP-glasma model they
developed does a very good job for the former and un-
derpredicts them in the latter case, see Fig. 25.

As we already discussed above, in the peripheral AA ✏
2

is large, O(1), in any model, and in order to get the right
v
2

one has to have correct viscosity – which apparently
these authors have. The central pA is indeed the test
case: we argued above that the density is not yet large
enough to apply the IP-glasma model, and that stringy
Pomerons should be more applicable one. If so, using
(42) we should increase the v

2

by a factor of 4, which
brings it to an agreement with the CMS measurements.

One more test should be the width of the multiplicity
distribution, as it is defined by the number of Pomerons,
not gluons. as well as the magnitude of the shape fluc-
tuations ✏

2

, ✏
3

. This test is so far less accurate, but
qualitatively it also confirms out point of view that the
density in the pA case, even most central, is insu�cient
for IP-glasma model.

We thus conclude that the stringy model Fig.27(b) is
preferable over the picture (a).

More detailed discussion of pA collisions bring in im-
portnt details such as exact definition of the centrality
classes in terms of percentage of the cross section and
“the number of participants” Np associated with them.
For a detailed studies of these issues read e.g. that from
ATLAS [38] (or its analogs from other collaborations).
As seen from the table 4 of that paper, the exact number
for Np depends on the method: for example 1-5% cen-
trality class has Np ranging from 18.2 in Glauber to 27.4
in Glauber-Gribov fit.

The v2 magnitude tells us about 
fluctuations in the initial state 

in AA it is Glauber wounded nucleons: 
what is it in pA and pp?

IP glasma
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experimental data within 10-15%, the computed v
2

in
p+Pb collisions underestimates the data by a factor of
approximately 3.5. We have checked that even in the
ideal case (⌘/s = 0) the data is still underestimated by
approximately a factor of 2. We also varied the freeze-
out temperature and switching time ⌧

0

, but no choice
of parameters could achieve much better agreement with
the experimental data. For v

3

, shown in Fig. 5, we find
a similar result: Pb+Pb data are well described, while
p+Pb data are underestimated for No�ine

trk

> 60. Ideal
fluid dynamics (not shown) increases the v

3

significantly
by nearly a factor of 4. Its No�ine

trk

dependence is rather
flat, slightly decreasing with increasing No�ine

trk

, opposite
to the trend seen in the experimental data.
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FIG. 4. (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open sym-
bols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].
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FIG. 5. (Color online) Multiplicity dependence of the root-
mean-square triangular flow coe�cient v3 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].

The primary reason for the small vn in p+Pb collisions
is that the initial shape of the system closely follows the
shape of the proton (see [34]), which is spherical in our
model. The subnucleonic fluctuations included generate
non-zero values of the vn, but they do not fully account
for the larger experimentally observed values. As noted
above, modifications of the (fluctuating) proton shape
are necessary to account for the larger observed v

2

and
v
3

in p+Pb collisions. If the hydrodynamic paradigm
is valid, the results of the high-multiplicity p+Pb and
p+p collisions could then in principle be used to extract
detailed information on the spatial gluon distribution in
the proton.

There are hydrodynamical models that describe as-
pects of the p+Pb data. These models should also de-
scribe key features of Pb+Pb collisions where hydrody-
namics is more robust. A model where the spatial geom-
etry of p+Pb collisions is di↵erent from ours is that of
[13–17], where the interaction region is determined from
the geometric positions of participant nucleons. How-
ever, as noted, this model falls into the class of models
that are claimed [26] not to be able to reproduce the
data on event-by-event vn distributions in A+A colli-
sions. Whether this particular model can do so needs
to be examined. We also note that the v

2

centrality de-
pendence in the model di↵ers from the CMS data for
p+Pb collisions [16].

Another model which claims large v
2

and v
3

in p+Pb
collisions determines the system size from the position of
“cut pomerons” and strings [18, 36]. The multiplicity
dependence of the vn in this model has not yet been
shown. The vn distributions in A+A collisions should
also provide a stringent test of this model.

In addition to the important quantitative tests im-
posed on di↵erent hydrodynamical models by the exper-
imental data, there are conceptual issues that arise due
to the possible breakdown of the hydrodynamic paradigm
when extended to very small systems. As shown in re-
cent quantitative studies, viscous corrections can be very
significant in p+Pb collisions but play a much smaller
role in Pb+Pb collisions [34, 37]. In particular, an anal-
ysis of Knudsen numbers reached during the evolution in
A+A and p+A collisions finds that viscous hydrodynam-
ics breaks down for ⌘/s � 0.08 in p+A collisions [37].

An alternative to the hydrodynamic picture and its
sensitivity to the proton shape is provided within the
Glasma framework itself by initial state correlations of
gluons that show a distinct elliptic modulation in relative
azimuthal angle [21–25]. If these are not overwhelmed
in p+Pb collisions by final state e↵ects, as they are in
A+A collisions, they can contribute significantly to the
observed v

2

, and possibly v
3

. The initial state correla-
tions are those of gluons and do not address features of
the data such as the mass ordering in particle spectra.
While natural in hydrodynamical models, mass ordering
may also emerge due to universal hadronization e↵ects,

FIG. 25: (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration.

leads to all distances being of the order of the impact
parameter b, the only scale in the problem. In (b) we
had shown an alternative picture, in which there are no
gluons but 2Np QCD strings. Since those are “cold” (un-
excited) we crow those as straight lines. (Note that the
picture a bit exaggerates the ratio of two parameters in-
volved: the mean impact parameter between the nucleons
b ⇠p

�NN/⇡ ⇡ 1.6 fm and the size of the quark-diquark
dipole d ⇠ .4 fm, emphasizing b� d.)

Let us estimate the deformation of the initial state.
Since it is central collision, there is no mean geometrical
e↵ects and all deformations comes from fluctuations. As
discussed above, for all n one expects the same magnitude

✏n ⇠ 1p
N

(41)

where N = NpNg for (a) and only N = Np for (b).8 Results

Figure 7 presents the charged particle pseudorapidity density for p+Pb collisions at
�

sNN = 5.02 TeV
in the pseudorapidity interval |�| < 2.7 for eight centrality intervals. In the most peripheral collisions
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Figure 7: dNch/d�measured in di�erent centrality intervals. Statistical uncertainties, shown with vertical
bars are typically smaller than the marker size, colour band shows the systematic uncertainty of the
results.

(centrality interval 60-90%) dNch/d� has what appears to be a double-peak structure, similar to that seen
in proton-proton collisions [35, 49]. In more central collisions, the shape of dNch/d� becomes progres-
sively more asymmetric, with more particles produced in the Pb-going direction than in the proton-going
direction.

To investigate further the centrality evolution, the distributions in the various centrality intervals are
divided by the distribution in the 60-90% centrality interval. The ratios are shown in Fig. 8. The double
peak structure seen in the distributions in Fig. 7 disappears in the ratios. The ratios are observed to grow
nearly linearly with pseudorapidity, with a slope that increases from peripheral to central collisions. In the
0-1% centrality interval, the ratio increases by almost a factor of two over the measured �-range. These
ratios are fit with a second-order polynomial function, and the fit results are summarized in Table 2.

Figure 9 shows the dNch/d� divided by the number of participant pairs (�Npart�/2) as a function
of �Npart� for three di�erent implementations of the Glauber model; standard Glauber (top panel) and
Glauber-Gribov model with � = 0.55 and 1.01 in the middle and lower panels respectively. Since the
charged particle yields have significant pseudorapidity dependence, the dNch/d�/(�Npart�/2) is presented
in five � intervals including the full pseudorapidity interval, �2.7 < � < 2.7.

The dNch/d�/(�Npart�/2) values from the standard Glauber model are approximately constant up to
�Npart� � 10 and then increase for larger �Npart�. This trend is absent in the Glauber-Gribov model with
� = 0.55, which shows a relatively constant behaviour for the integrated yield divided by the number of
participant pairs. Finally, the dNch/d�/(�Npart�/2) values from the Glauber-Gribov model with � = 1.01
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FIG. 26: Rapidity distribution in pPb collisions for di↵erencet
centrality classes, from [38] .

FIG. 27: Sketch of the initial state in central pA collisions.
The plot (a) corresponds to IP-glasma model, with colored
circles representing multiple gluons. Fig.(b) is for Np = 16
Pomerons, each represented by a pair of cold strings. The
open circles are quarks and filled blue circles are diquarks.

Evaluating Ng from PDF’s at LHC energy includes in-
tegration from xmin ⇠ 10�3 to 1: one gets roughly the
ratio

✏(b)n

✏(a)

n

⇠ 1p
Ng
⇠ 4 (42)

Let us now switch to practical calculations and com-
parison to data. Schenke and Venugopalan [9] had re-
cently studied v

2

, v
3

flows in (very peripheral) AA and
central pA. They found that the IP-glasma model they
developed does a very good job for the former and un-
derpredicts them in the latter case, see Fig. 25.

As we already discussed above, in the peripheral AA ✏
2

is large, O(1), in any model, and in order to get the right
v
2

one has to have correct viscosity – which apparently
these authors have. The central pA is indeed the test
case: we argued above that the density is not yet large
enough to apply the IP-glasma model, and that stringy
Pomerons should be more applicable one. If so, using
(42) we should increase the v

2

by a factor of 4, which
brings it to an agreement with the CMS measurements.

One more test should be the width of the multiplicity
distribution, as it is defined by the number of Pomerons,
not gluons. as well as the magnitude of the shape fluc-
tuations ✏

2

, ✏
3

. This test is so far less accurate, but
qualitatively it also confirms out point of view that the
density in the pA case, even most central, is insu�cient
for IP-glasma model.

We thus conclude that the stringy model Fig.27(b) is
preferable over the picture (a).

More detailed discussion of pA collisions bring in im-
portnt details such as exact definition of the centrality
classes in terms of percentage of the cross section and
“the number of participants” Np associated with them.
For a detailed studies of these issues read e.g. that from
ATLAS [38] (or its analogs from other collaborations).
As seen from the table 4 of that paper, the exact number
for Np depends on the method: for example 1-5% cen-
trality class has Np ranging from 18.2 in Glauber to 27.4
in Glauber-Gribov fit.

16 Pomerons
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experimental data within 10-15%, the computed v
2

in
p+Pb collisions underestimates the data by a factor of
approximately 3.5. We have checked that even in the
ideal case (⌘/s = 0) the data is still underestimated by
approximately a factor of 2. We also varied the freeze-
out temperature and switching time ⌧

0

, but no choice
of parameters could achieve much better agreement with
the experimental data. For v

3

, shown in Fig. 5, we find
a similar result: Pb+Pb data are well described, while
p+Pb data are underestimated for No�ine

trk

> 60. Ideal
fluid dynamics (not shown) increases the v

3

significantly
by nearly a factor of 4. Its No�ine

trk

dependence is rather
flat, slightly decreasing with increasing No�ine

trk

, opposite
to the trend seen in the experimental data.
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FIG. 4. (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open sym-
bols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].
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FIG. 5. (Color online) Multiplicity dependence of the root-
mean-square triangular flow coe�cient v3 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].

The primary reason for the small vn in p+Pb collisions
is that the initial shape of the system closely follows the
shape of the proton (see [34]), which is spherical in our
model. The subnucleonic fluctuations included generate
non-zero values of the vn, but they do not fully account
for the larger experimentally observed values. As noted
above, modifications of the (fluctuating) proton shape
are necessary to account for the larger observed v

2

and
v
3

in p+Pb collisions. If the hydrodynamic paradigm
is valid, the results of the high-multiplicity p+Pb and
p+p collisions could then in principle be used to extract
detailed information on the spatial gluon distribution in
the proton.

There are hydrodynamical models that describe as-
pects of the p+Pb data. These models should also de-
scribe key features of Pb+Pb collisions where hydrody-
namics is more robust. A model where the spatial geom-
etry of p+Pb collisions is di↵erent from ours is that of
[13–17], where the interaction region is determined from
the geometric positions of participant nucleons. How-
ever, as noted, this model falls into the class of models
that are claimed [26] not to be able to reproduce the
data on event-by-event vn distributions in A+A colli-
sions. Whether this particular model can do so needs
to be examined. We also note that the v

2

centrality de-
pendence in the model di↵ers from the CMS data for
p+Pb collisions [16].

Another model which claims large v
2

and v
3

in p+Pb
collisions determines the system size from the position of
“cut pomerons” and strings [18, 36]. The multiplicity
dependence of the vn in this model has not yet been
shown. The vn distributions in A+A collisions should
also provide a stringent test of this model.

In addition to the important quantitative tests im-
posed on di↵erent hydrodynamical models by the exper-
imental data, there are conceptual issues that arise due
to the possible breakdown of the hydrodynamic paradigm
when extended to very small systems. As shown in re-
cent quantitative studies, viscous corrections can be very
significant in p+Pb collisions but play a much smaller
role in Pb+Pb collisions [34, 37]. In particular, an anal-
ysis of Knudsen numbers reached during the evolution in
A+A and p+A collisions finds that viscous hydrodynam-
ics breaks down for ⌘/s � 0.08 in p+A collisions [37].

An alternative to the hydrodynamic picture and its
sensitivity to the proton shape is provided within the
Glasma framework itself by initial state correlations of
gluons that show a distinct elliptic modulation in relative
azimuthal angle [21–25]. If these are not overwhelmed
in p+Pb collisions by final state e↵ects, as they are in
A+A collisions, they can contribute significantly to the
observed v

2

, and possibly v
3

. The initial state correla-
tions are those of gluons and do not address features of
the data such as the mass ordering in particle spectra.
While natural in hydrodynamical models, mass ordering
may also emerge due to universal hadronization e↵ects,

FIG. 25: (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration.

leads to all distances being of the order of the impact
parameter b, the only scale in the problem. In (b) we
had shown an alternative picture, in which there are no
gluons but 2Np QCD strings. Since those are “cold” (un-
excited) we crow those as straight lines. (Note that the
picture a bit exaggerates the ratio of two parameters in-
volved: the mean impact parameter between the nucleons
b ⇠p

�NN/⇡ ⇡ 1.6 fm and the size of the quark-diquark
dipole d ⇠ .4 fm, emphasizing b� d.)

Let us estimate the deformation of the initial state.
Since it is central collision, there is no mean geometrical
e↵ects and all deformations comes from fluctuations. As
discussed above, for all n one expects the same magnitude

✏n ⇠ 1p
N

(41)

where N = NpNg for (a) and only N = Np for (b).8 Results

Figure 7 presents the charged particle pseudorapidity density for p+Pb collisions at
�

sNN = 5.02 TeV
in the pseudorapidity interval |�| < 2.7 for eight centrality intervals. In the most peripheral collisions
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Figure 7: dNch/d�measured in di�erent centrality intervals. Statistical uncertainties, shown with vertical
bars are typically smaller than the marker size, colour band shows the systematic uncertainty of the
results.

(centrality interval 60-90%) dNch/d� has what appears to be a double-peak structure, similar to that seen
in proton-proton collisions [35, 49]. In more central collisions, the shape of dNch/d� becomes progres-
sively more asymmetric, with more particles produced in the Pb-going direction than in the proton-going
direction.

To investigate further the centrality evolution, the distributions in the various centrality intervals are
divided by the distribution in the 60-90% centrality interval. The ratios are shown in Fig. 8. The double
peak structure seen in the distributions in Fig. 7 disappears in the ratios. The ratios are observed to grow
nearly linearly with pseudorapidity, with a slope that increases from peripheral to central collisions. In the
0-1% centrality interval, the ratio increases by almost a factor of two over the measured �-range. These
ratios are fit with a second-order polynomial function, and the fit results are summarized in Table 2.

Figure 9 shows the dNch/d� divided by the number of participant pairs (�Npart�/2) as a function
of �Npart� for three di�erent implementations of the Glauber model; standard Glauber (top panel) and
Glauber-Gribov model with � = 0.55 and 1.01 in the middle and lower panels respectively. Since the
charged particle yields have significant pseudorapidity dependence, the dNch/d�/(�Npart�/2) is presented
in five � intervals including the full pseudorapidity interval, �2.7 < � < 2.7.

The dNch/d�/(�Npart�/2) values from the standard Glauber model are approximately constant up to
�Npart� � 10 and then increase for larger �Npart�. This trend is absent in the Glauber-Gribov model with
� = 0.55, which shows a relatively constant behaviour for the integrated yield divided by the number of
participant pairs. Finally, the dNch/d�/(�Npart�/2) values from the Glauber-Gribov model with � = 1.01
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FIG. 26: Rapidity distribution in pPb collisions for di↵erencet
centrality classes, from [38] .

FIG. 27: Sketch of the initial state in central pA collisions.
The plot (a) corresponds to IP-glasma model, with colored
circles representing multiple gluons. Fig.(b) is for Np = 16
Pomerons, each represented by a pair of cold strings. The
open circles are quarks and filled blue circles are diquarks.

Evaluating Ng from PDF’s at LHC energy includes in-
tegration from xmin ⇠ 10�3 to 1: one gets roughly the
ratio

✏(b)n

✏(a)

n

⇠ 1p
Ng
⇠ 4 (42)

Let us now switch to practical calculations and com-
parison to data. Schenke and Venugopalan [9] had re-
cently studied v

2

, v
3

flows in (very peripheral) AA and
central pA. They found that the IP-glasma model they
developed does a very good job for the former and un-
derpredicts them in the latter case, see Fig. 25.

As we already discussed above, in the peripheral AA ✏
2

is large, O(1), in any model, and in order to get the right
v
2

one has to have correct viscosity – which apparently
these authors have. The central pA is indeed the test
case: we argued above that the density is not yet large
enough to apply the IP-glasma model, and that stringy
Pomerons should be more applicable one. If so, using
(42) we should increase the v

2

by a factor of 4, which
brings it to an agreement with the CMS measurements.

One more test should be the width of the multiplicity
distribution, as it is defined by the number of Pomerons,
not gluons. as well as the magnitude of the shape fluc-
tuations ✏

2

, ✏
3

. This test is so far less accurate, but
qualitatively it also confirms out point of view that the
density in the pA case, even most central, is insu�cient
for IP-glasma model.

We thus conclude that the stringy model Fig.27(b) is
preferable over the picture (a).

More detailed discussion of pA collisions bring in im-
portnt details such as exact definition of the centrality
classes in terms of percentage of the cross section and
“the number of participants” Np associated with them.
For a detailed studies of these issues read e.g. that from
ATLAS [38] (or its analogs from other collaborations).
As seen from the table 4 of that paper, the exact number
for Np depends on the method: for example 1-5% cen-
trality class has Np ranging from 18.2 in Glauber to 27.4
in Glauber-Gribov fit.
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experimental data within 10-15%, the computed v
2

in
p+Pb collisions underestimates the data by a factor of
approximately 3.5. We have checked that even in the
ideal case (⌘/s = 0) the data is still underestimated by
approximately a factor of 2. We also varied the freeze-
out temperature and switching time ⌧

0

, but no choice
of parameters could achieve much better agreement with
the experimental data. For v

3

, shown in Fig. 5, we find
a similar result: Pb+Pb data are well described, while
p+Pb data are underestimated for No�ine

trk

> 60. Ideal
fluid dynamics (not shown) increases the v

3

significantly
by nearly a factor of 4. Its No�ine

trk

dependence is rather
flat, slightly decreasing with increasing No�ine

trk

, opposite
to the trend seen in the experimental data.
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FIG. 4. (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open sym-
bols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].
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FIG. 5. (Color online) Multiplicity dependence of the root-
mean-square triangular flow coe�cient v3 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].

The primary reason for the small vn in p+Pb collisions
is that the initial shape of the system closely follows the
shape of the proton (see [34]), which is spherical in our
model. The subnucleonic fluctuations included generate
non-zero values of the vn, but they do not fully account
for the larger experimentally observed values. As noted
above, modifications of the (fluctuating) proton shape
are necessary to account for the larger observed v

2

and
v
3

in p+Pb collisions. If the hydrodynamic paradigm
is valid, the results of the high-multiplicity p+Pb and
p+p collisions could then in principle be used to extract
detailed information on the spatial gluon distribution in
the proton.

There are hydrodynamical models that describe as-
pects of the p+Pb data. These models should also de-
scribe key features of Pb+Pb collisions where hydrody-
namics is more robust. A model where the spatial geom-
etry of p+Pb collisions is di↵erent from ours is that of
[13–17], where the interaction region is determined from
the geometric positions of participant nucleons. How-
ever, as noted, this model falls into the class of models
that are claimed [26] not to be able to reproduce the
data on event-by-event vn distributions in A+A colli-
sions. Whether this particular model can do so needs
to be examined. We also note that the v

2

centrality de-
pendence in the model di↵ers from the CMS data for
p+Pb collisions [16].

Another model which claims large v
2

and v
3

in p+Pb
collisions determines the system size from the position of
“cut pomerons” and strings [18, 36]. The multiplicity
dependence of the vn in this model has not yet been
shown. The vn distributions in A+A collisions should
also provide a stringent test of this model.

In addition to the important quantitative tests im-
posed on di↵erent hydrodynamical models by the exper-
imental data, there are conceptual issues that arise due
to the possible breakdown of the hydrodynamic paradigm
when extended to very small systems. As shown in re-
cent quantitative studies, viscous corrections can be very
significant in p+Pb collisions but play a much smaller
role in Pb+Pb collisions [34, 37]. In particular, an anal-
ysis of Knudsen numbers reached during the evolution in
A+A and p+A collisions finds that viscous hydrodynam-
ics breaks down for ⌘/s � 0.08 in p+A collisions [37].

An alternative to the hydrodynamic picture and its
sensitivity to the proton shape is provided within the
Glasma framework itself by initial state correlations of
gluons that show a distinct elliptic modulation in relative
azimuthal angle [21–25]. If these are not overwhelmed
in p+Pb collisions by final state e↵ects, as they are in
A+A collisions, they can contribute significantly to the
observed v

2

, and possibly v
3

. The initial state correla-
tions are those of gluons and do not address features of
the data such as the mass ordering in particle spectra.
While natural in hydrodynamical models, mass ordering
may also emerge due to universal hadronization e↵ects,

FIG. 25: (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration.

leads to all distances being of the order of the impact
parameter b, the only scale in the problem. In (b) we
had shown an alternative picture, in which there are no
gluons but 2Np QCD strings. Since those are “cold” (un-
excited) we crow those as straight lines. (Note that the
picture a bit exaggerates the ratio of two parameters in-
volved: the mean impact parameter between the nucleons
b ⇠p

�NN/⇡ ⇡ 1.6 fm and the size of the quark-diquark
dipole d ⇠ .4 fm, emphasizing b� d.)

Let us estimate the deformation of the initial state.
Since it is central collision, there is no mean geometrical
e↵ects and all deformations comes from fluctuations. As
discussed above, for all n one expects the same magnitude

✏n ⇠ 1p
N

(41)

where N = NpNg for (a) and only N = Np for (b).8 Results

Figure 7 presents the charged particle pseudorapidity density for p+Pb collisions at
�

sNN = 5.02 TeV
in the pseudorapidity interval |�| < 2.7 for eight centrality intervals. In the most peripheral collisions
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Figure 7: dNch/d�measured in di�erent centrality intervals. Statistical uncertainties, shown with vertical
bars are typically smaller than the marker size, colour band shows the systematic uncertainty of the
results.

(centrality interval 60-90%) dNch/d� has what appears to be a double-peak structure, similar to that seen
in proton-proton collisions [35, 49]. In more central collisions, the shape of dNch/d� becomes progres-
sively more asymmetric, with more particles produced in the Pb-going direction than in the proton-going
direction.

To investigate further the centrality evolution, the distributions in the various centrality intervals are
divided by the distribution in the 60-90% centrality interval. The ratios are shown in Fig. 8. The double
peak structure seen in the distributions in Fig. 7 disappears in the ratios. The ratios are observed to grow
nearly linearly with pseudorapidity, with a slope that increases from peripheral to central collisions. In the
0-1% centrality interval, the ratio increases by almost a factor of two over the measured �-range. These
ratios are fit with a second-order polynomial function, and the fit results are summarized in Table 2.

Figure 9 shows the dNch/d� divided by the number of participant pairs (�Npart�/2) as a function
of �Npart� for three di�erent implementations of the Glauber model; standard Glauber (top panel) and
Glauber-Gribov model with � = 0.55 and 1.01 in the middle and lower panels respectively. Since the
charged particle yields have significant pseudorapidity dependence, the dNch/d�/(�Npart�/2) is presented
in five � intervals including the full pseudorapidity interval, �2.7 < � < 2.7.

The dNch/d�/(�Npart�/2) values from the standard Glauber model are approximately constant up to
�Npart� � 10 and then increase for larger �Npart�. This trend is absent in the Glauber-Gribov model with
� = 0.55, which shows a relatively constant behaviour for the integrated yield divided by the number of
participant pairs. Finally, the dNch/d�/(�Npart�/2) values from the Glauber-Gribov model with � = 1.01
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FIG. 26: Rapidity distribution in pPb collisions for di↵erencet
centrality classes, from [38] .

FIG. 27: Sketch of the initial state in central pA collisions.
The plot (a) corresponds to IP-glasma model, with colored
circles representing multiple gluons. Fig.(b) is for Np = 16
Pomerons, each represented by a pair of cold strings. The
open circles are quarks and filled blue circles are diquarks.

Evaluating Ng from PDF’s at LHC energy includes in-
tegration from xmin ⇠ 10�3 to 1: one gets roughly the
ratio

✏(b)n

✏(a)

n

⇠ 1p
Ng
⇠ 4 (42)

Let us now switch to practical calculations and com-
parison to data. Schenke and Venugopalan [9] had re-
cently studied v

2

, v
3

flows in (very peripheral) AA and
central pA. They found that the IP-glasma model they
developed does a very good job for the former and un-
derpredicts them in the latter case, see Fig. 25.

As we already discussed above, in the peripheral AA ✏
2

is large, O(1), in any model, and in order to get the right
v
2

one has to have correct viscosity – which apparently
these authors have. The central pA is indeed the test
case: we argued above that the density is not yet large
enough to apply the IP-glasma model, and that stringy
Pomerons should be more applicable one. If so, using
(42) we should increase the v

2

by a factor of 4, which
brings it to an agreement with the CMS measurements.

One more test should be the width of the multiplicity
distribution, as it is defined by the number of Pomerons,
not gluons. as well as the magnitude of the shape fluc-
tuations ✏

2

, ✏
3

. This test is so far less accurate, but
qualitatively it also confirms out point of view that the
density in the pA case, even most central, is insu�cient
for IP-glasma model.

We thus conclude that the stringy model Fig.27(b) is
preferable over the picture (a).

More detailed discussion of pA collisions bring in im-
portnt details such as exact definition of the centrality
classes in terms of percentage of the cross section and
“the number of participants” Np associated with them.
For a detailed studies of these issues read e.g. that from
ATLAS [38] (or its analogs from other collaborations).
As seen from the table 4 of that paper, the exact number
for Np depends on the method: for example 1-5% cen-
trality class has Np ranging from 18.2 in Glauber to 27.4
in Glauber-Gribov fit.
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experimental data within 10-15%, the computed v
2

in
p+Pb collisions underestimates the data by a factor of
approximately 3.5. We have checked that even in the
ideal case (⌘/s = 0) the data is still underestimated by
approximately a factor of 2. We also varied the freeze-
out temperature and switching time ⌧

0

, but no choice
of parameters could achieve much better agreement with
the experimental data. For v

3

, shown in Fig. 5, we find
a similar result: Pb+Pb data are well described, while
p+Pb data are underestimated for No�ine

trk

> 60. Ideal
fluid dynamics (not shown) increases the v

3

significantly
by nearly a factor of 4. Its No�ine

trk

dependence is rather
flat, slightly decreasing with increasing No�ine

trk

, opposite
to the trend seen in the experimental data.
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FIG. 4. (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open sym-
bols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].
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FIG. 5. (Color online) Multiplicity dependence of the root-
mean-square triangular flow coe�cient v3 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].

The primary reason for the small vn in p+Pb collisions
is that the initial shape of the system closely follows the
shape of the proton (see [34]), which is spherical in our
model. The subnucleonic fluctuations included generate
non-zero values of the vn, but they do not fully account
for the larger experimentally observed values. As noted
above, modifications of the (fluctuating) proton shape
are necessary to account for the larger observed v

2

and
v
3

in p+Pb collisions. If the hydrodynamic paradigm
is valid, the results of the high-multiplicity p+Pb and
p+p collisions could then in principle be used to extract
detailed information on the spatial gluon distribution in
the proton.

There are hydrodynamical models that describe as-
pects of the p+Pb data. These models should also de-
scribe key features of Pb+Pb collisions where hydrody-
namics is more robust. A model where the spatial geom-
etry of p+Pb collisions is di↵erent from ours is that of
[13–17], where the interaction region is determined from
the geometric positions of participant nucleons. How-
ever, as noted, this model falls into the class of models
that are claimed [26] not to be able to reproduce the
data on event-by-event vn distributions in A+A colli-
sions. Whether this particular model can do so needs
to be examined. We also note that the v

2

centrality de-
pendence in the model di↵ers from the CMS data for
p+Pb collisions [16].

Another model which claims large v
2

and v
3

in p+Pb
collisions determines the system size from the position of
“cut pomerons” and strings [18, 36]. The multiplicity
dependence of the vn in this model has not yet been
shown. The vn distributions in A+A collisions should
also provide a stringent test of this model.

In addition to the important quantitative tests im-
posed on di↵erent hydrodynamical models by the exper-
imental data, there are conceptual issues that arise due
to the possible breakdown of the hydrodynamic paradigm
when extended to very small systems. As shown in re-
cent quantitative studies, viscous corrections can be very
significant in p+Pb collisions but play a much smaller
role in Pb+Pb collisions [34, 37]. In particular, an anal-
ysis of Knudsen numbers reached during the evolution in
A+A and p+A collisions finds that viscous hydrodynam-
ics breaks down for ⌘/s � 0.08 in p+A collisions [37].

An alternative to the hydrodynamic picture and its
sensitivity to the proton shape is provided within the
Glasma framework itself by initial state correlations of
gluons that show a distinct elliptic modulation in relative
azimuthal angle [21–25]. If these are not overwhelmed
in p+Pb collisions by final state e↵ects, as they are in
A+A collisions, they can contribute significantly to the
observed v

2

, and possibly v
3

. The initial state correla-
tions are those of gluons and do not address features of
the data such as the mass ordering in particle spectra.
While natural in hydrodynamical models, mass ordering
may also emerge due to universal hadronization e↵ects,

FIG. 25: (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coe�cient v2 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration.

leads to all distances being of the order of the impact
parameter b, the only scale in the problem. In (b) we
had shown an alternative picture, in which there are no
gluons but 2Np QCD strings. Since those are “cold” (un-
excited) we crow those as straight lines. (Note that the
picture a bit exaggerates the ratio of two parameters in-
volved: the mean impact parameter between the nucleons
b ⇠p

�NN/⇡ ⇡ 1.6 fm and the size of the quark-diquark
dipole d ⇠ .4 fm, emphasizing b� d.)

Let us estimate the deformation of the initial state.
Since it is central collision, there is no mean geometrical
e↵ects and all deformations comes from fluctuations. As
discussed above, for all n one expects the same magnitude

✏n ⇠ 1p
N

(41)

where N = NpNg for (a) and only N = Np for (b).8 Results

Figure 7 presents the charged particle pseudorapidity density for p+Pb collisions at
�

sNN = 5.02 TeV
in the pseudorapidity interval |�| < 2.7 for eight centrality intervals. In the most peripheral collisions
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Figure 7: dNch/d�measured in di�erent centrality intervals. Statistical uncertainties, shown with vertical
bars are typically smaller than the marker size, colour band shows the systematic uncertainty of the
results.

(centrality interval 60-90%) dNch/d� has what appears to be a double-peak structure, similar to that seen
in proton-proton collisions [35, 49]. In more central collisions, the shape of dNch/d� becomes progres-
sively more asymmetric, with more particles produced in the Pb-going direction than in the proton-going
direction.

To investigate further the centrality evolution, the distributions in the various centrality intervals are
divided by the distribution in the 60-90% centrality interval. The ratios are shown in Fig. 8. The double
peak structure seen in the distributions in Fig. 7 disappears in the ratios. The ratios are observed to grow
nearly linearly with pseudorapidity, with a slope that increases from peripheral to central collisions. In the
0-1% centrality interval, the ratio increases by almost a factor of two over the measured �-range. These
ratios are fit with a second-order polynomial function, and the fit results are summarized in Table 2.

Figure 9 shows the dNch/d� divided by the number of participant pairs (�Npart�/2) as a function
of �Npart� for three di�erent implementations of the Glauber model; standard Glauber (top panel) and
Glauber-Gribov model with � = 0.55 and 1.01 in the middle and lower panels respectively. Since the
charged particle yields have significant pseudorapidity dependence, the dNch/d�/(�Npart�/2) is presented
in five � intervals including the full pseudorapidity interval, �2.7 < � < 2.7.

The dNch/d�/(�Npart�/2) values from the standard Glauber model are approximately constant up to
�Npart� � 10 and then increase for larger �Npart�. This trend is absent in the Glauber-Gribov model with
� = 0.55, which shows a relatively constant behaviour for the integrated yield divided by the number of
participant pairs. Finally, the dNch/d�/(�Npart�/2) values from the Glauber-Gribov model with � = 1.01
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FIG. 26: Rapidity distribution in pPb collisions for di↵erencet
centrality classes, from [38] .

FIG. 27: Sketch of the initial state in central pA collisions.
The plot (a) corresponds to IP-glasma model, with colored
circles representing multiple gluons. Fig.(b) is for Np = 16
Pomerons, each represented by a pair of cold strings. The
open circles are quarks and filled blue circles are diquarks.

Evaluating Ng from PDF’s at LHC energy includes in-
tegration from xmin ⇠ 10�3 to 1: one gets roughly the
ratio

✏(b)n

✏(a)

n

⇠ 1p
Ng
⇠ 4 (42)

Let us now switch to practical calculations and com-
parison to data. Schenke and Venugopalan [9] had re-
cently studied v

2

, v
3

flows in (very peripheral) AA and
central pA. They found that the IP-glasma model they
developed does a very good job for the former and un-
derpredicts them in the latter case, see Fig. 25.

As we already discussed above, in the peripheral AA ✏
2

is large, O(1), in any model, and in order to get the right
v
2

one has to have correct viscosity – which apparently
these authors have. The central pA is indeed the test
case: we argued above that the density is not yet large
enough to apply the IP-glasma model, and that stringy
Pomerons should be more applicable one. If so, using
(42) we should increase the v

2

by a factor of 4, which
brings it to an agreement with the CMS measurements.

One more test should be the width of the multiplicity
distribution, as it is defined by the number of Pomerons,
not gluons. as well as the magnitude of the shape fluc-
tuations ✏

2

, ✏
3

. This test is so far less accurate, but
qualitatively it also confirms out point of view that the
density in the pA case, even most central, is insu�cient
for IP-glasma model.

We thus conclude that the stringy model Fig.27(b) is
preferable over the picture (a).

More detailed discussion of pA collisions bring in im-
portnt details such as exact definition of the centrality
classes in terms of percentage of the cross section and
“the number of participants” Np associated with them.
For a detailed studies of these issues read e.g. that from
ATLAS [38] (or its analogs from other collaborations).
As seen from the table 4 of that paper, the exact number
for Np depends on the method: for example 1-5% cen-
trality class has Np ranging from 18.2 in Glauber to 27.4
in Glauber-Gribov fit.

conclusion: no glasma in pA 
but Pomerons/strings instead
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well, while it underpredicts a bit the tail in pA (see e.g.
CMS pages with public info. (Unfortunately I don’t know
the exact version and parameters used and cannot com-
ment on soft/hard contributions.)

Summary: initial state fluctuations and global observ-
ables support close relation between the “participants”
(nucleons or constituent quark) and final hadrons. An
old view that this connection is due to QCD strings –
Lund model – seem to be holding.

Finally, let me mention high multiplicity pp . We do
not yet know ✏n in this case. Experiment should do
4,6 particle correlators and separate dynamical 2-particle
correlations from collective v

2

. Hydro practitioners still
have to do vn/✏n and establish its viscosity dependence
and accuracy. Theoretical predictions for pp cover the
whole range: from elongated transverse string [39] pre-
dicting large ✏

2

⇠ 1 to a IP-glasma or “string ball” pic-
ture [49] wich predicts very small ✏

2

instead.

IV. THE SMALLEST DROPS OF QGP

The success of hydrodynamics as the basic dynamical
tool, and recent focus on higher harmonics and viscosity
had renewed interest to understand the limits of hydro.
In particular, successful description of the n-th flow har-
monics implies that hydro still works at a scale R/n:
taken the nuclear radius R ⇠ 6 fm and the largest har-
monic studied in hydro n = 6 one concludes that this
scale is 1 fm or so, at least. (This argument provides
only the upper limit, since, as we argued in detail above,
we don’t see harmonics with larger n because of its vis-
cous damping by freezeout, as well as current statistical
limitations of the data sample. Harmonics with larger
n are obviously excited by “spiky” initial state: whether
they are hydrodynamical we don’t know.)

Equally important is to approach the problem in the
opposite direction, starting in the framework of micro-
scopic models used for low mutiplcity pp, pA and ask-
ing at which multiplcities some of heir usual assumption
should fail. In particular, we will discuss below at which
number/density of stringstheir interaction would lead to
collective phenomena.

Obviously, direct observation of smaller and smaller
systems and the monitoring of the collective phenomena
in them are extremely valuable for answering those ques-
tions. Such systems are provided by high multiplicity
pp and pA collisions, which we discuss in this chapter.
As we will see, there are similarities but also important
di↵erences of the two cases.

Before we go into details, let us try to see how large
those systems really are. At freezeout the size can be
directly measured, using femtoscopy method. (Brief his-
tory: so called Hanbury-Brown-Twiss (HBT) radii. This
interferometry method came from radio astronomy. The
influence of Bose symmetrization of the wave function
of the observed mesons in particle physics was first em-
phasized by Goldhaber et al [80] and applied to proton-

28 J.F. Grosse-Oetringhaus / Nuclear Physics A 931 (2014) 22–31

Fig. 6. Left panel: Proton to φ ratio as a function of pT for different Pb–Pb centrality classes [47]. Right panel: Femto-
scopic radii extracted from two- and three-pion cumulants together with the associated λ parameters [50].

shape is driven by radial flow. Combining this finding with that for the v2 suggests that the mass 
(and not the number of constituent quarks) drives v2 and spectra in central Pb–Pb collisions for 
pT < 4 GeV/c. It is interesting to note that also in p–Pb collisions the shape of the pT spectra of 
φ and p become more similar for high-multiplicity events [3].

3.4. Identified-particle spectra

The ALICE Collaboration has presented yields and spectra for 12 particle species (π , K±, K∗, 
K0, p, φ, Λ, Ξ , Ω , d, 3He, 3ΛH) in up to 3 collision systems (and, for pp collisions, 3 different 
center of mass energies). In particular the measurement of the pT and centrality dependence of 
the d and the nuclei (3He, 3ΛH) spectra should be pointed out [25]. It is interesting to note that the 
yields of d, 3He and 3ΛH are correctly calculated in equilibrium thermal models. Furthermore, the 
yields of multi-strange baryons have been measured as a function of event multiplicity showing 
a smooth evolution from pp over p–Pb to Pb–Pb collisions for the yield ratios to π or p [2]. The 
large amount of data allows a stringent comparison to thermal models which describe particle 
production on a statistical basis [49].

3.5. Source sizes

For the first time, femtoscopic radii were extracted with three-pion cumulants [16,50]. This 
approach reduces non-femtoscopic effects contributing to the extracted radii significantly. Fig. 6

FIG. 12: (From [12]) Alice data on the femtoscopy radii (up-
per part) and “coherence parameter” (lower part) as a func-
tion of multiplicity, for pp, pPb, PbPb collisions.

antiproton annihilation. Its use for the determination
of the size/duration of the particle production processes
had been proposed by Kopylov and Podgoretsky [81] and
myself [82]. With the advent of heavy ion collisions this
“femtoscopy” technique had grew into a large industry.
Early applications for RHIC heavy ion collisions were
in certain tension with the hydrodynamical models, al-
though this issue was later resolved [83].)

The corresponding data are shown in Fig.12, which
combines the traditional 2-pion and more novel 3-pion
correlation functions of identical pions. An overall
growth of the freezeout size with multiplicity, roughly
as < Nch >1/3, is expected already from the simplest
picture, in which the freezeout density is some univer-
sal constant. For AA collisions this simple idea roughly
works: 3 orders of magnitude of the growth in multiplic-
ity correspond to one order of magnitude growth of the
size.

Yet the pp, pA data apparently fall on a di↵erent line,
with significantly smaller radii, even if compared to the
peripheral AA collisions at the same multiplicity. Why
do those systems get frozen at higher density, than those
produced in AA? To understand why can it be the case
one should recall the freezeout condition: “the collision
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rate becomes comparable to the expansion rate”

< n�v >= ⌧�1

coll(n) ⇠ ⌧�1

expansion =
dn(⌧)/d⌧

n(⌧)
(22)

Higher density means larger l.h.s., and thus we need a
larger r.h.s.. So, more “explosive” systems, with larger
expansion rate, freezeout earlier. We will indeed argue
below that pp, pA high-multiplcity systems are in fact
more “explosive”: it is seen from radial flow e↵ects on
spectra as well as HBT radii.

But how those systems become “more explosive” in
the first place? Where is the room for that, people usu-
ally ask, given that even the final size of these objects is
not large but even smaller than in peripheral AA, which
has weak radial flow. Well, the only space left is at the
beginning: those systems must start accelerating earlier,
from even smaller size, to get enough acceleration and
eventually collective flow by their “early” freezeout. So,
our “small systems” must be born even smaller than we
naively think!

A. Collectivity in small systems

Let us briefly recall the time sequence of the main
events. The first discovery – done in the very first LHC
run – was done by CMS, who found a “ridge” correlation
[75] in high multiplicity pp. Unfortunately, it only hap-
pens in events which have probability P ⇠ 10�6 or less,
so studies of this sample are statistically limited[128].

Switching to most central pA CMS [76] and other col-
laborators had observed similar ridge there, now with
much higher – few percent – probability. By subtracting
high multiplicity and low multiplicity correlators CMS
and ALICE groups soon had concluded, that “ridge” is
accompanied by the “anti-ridge”, and thus is basically an
elliptic flow.

PHENIX collaboration at RHIC also found a ridge-
like correltion in central dAu collisions, Furthermore, v

2

is larger than in pPb at LHC by about factor 2. This
is what one would gets from di↵erent initial conditions,
for d and p beams, reflected in pioneering hydro stadies
of such collisions by Bozek [22]. That was the first indi-
cation for collectivity of the phenomenon. (Indeed, any
dynamical model creating v

2

from some gluonic correla-
tions such as “the shape of the Pomeron” would instead
predict a decrease, by about factor 2, as gluons in p and
n of the d can hardly be correlated.) Another contribu-
tion of PHENIX was the observation that dA HBT radii
display the famous decreasing trend with pt well known
for AA collisions, which is another direct evidence for
presence of the collective flow.

But the truly final blow has been made at QM14 by
CMS, who demonstrated their v

2

measurements from 4,6
and even 8 particles: see Fig.13. Previous data for AA
collisions had shown perfect agreement between those,
and new data for pA are in this respect the same. This

Raphael Granier de Cassagnac Quark Matter 2014, Darmstadt 
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FIG. 14: (color online) Temperature T versus the fireball size
R plane. Solid blue line is the adiabate S = const, approx-
imately TR = const for sQGP. Example 0 in the text cor-
responds to reducing R, moving left A ! B. Example 1 is
moving up the adiabate A ! C. Example 2 corresponds to
adiabatic expansion, such as A ! E,C ! E. If in reality C
corresponds to pA, the freezeout occurs at the earlier point
D.

establishes collectivity of the flow in pA, “beyond the
reasonable doubt”.

Taken collectivity for granted, one can still ask whether
the v

2

observed is caused by geometry of the source. One
nice control experiment testing this is to do He3Au col-
lisions, and test if three initial nucleons, leading to geo-
metric “triangularity” of the initial state, will indeed be
followed by larger v

3

. Preliminary data from Phenix on
He3Au do indeed show v

3

(pt > 1 GeV ) ⇡ 0.05, compara-
ble to hydro predictions [23, 24]: the detailed comparison
to calculations and dAu is still to be done.

B. Small systems and conformal scaling of QGP

Even given those facts, the hydrodynamical treatment
of pA and pp collisions had met a psychological barrier:

femtoscopy of  
THE SMALLEST DROPS OF QGP 

shows they are different:

AA data follow N^1/3 curve => fixed freeze out density

Yet the pp, pA data apparently fall on a different line

Why do those systems get frozen at higher density, 
than those produced in AA?  

(hint #1)

So, more “explosive” systems, with larger
expansion rate, freezeout earlier, at higher density.

Where is the room for that, people usually ask, given that even the final size 
 of these objects is not large but even smaller than in peripheral AA,  

which has weak radial flow.  
Well, the only space left is at the beginning: those systems must start accelerating  

earlier, from even smaller size, 

⇠ N1/3
ch
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Hydrodynamic simulations are used to calculate the identical pion HBT radii, as a function of the
pair momentum k

T

. This dependence is sensitive to the magnitude of the collective radial flow in the
transverse plane, and thus comparison to ALICE data enables us to derive its magnitude. By using
hydro solutions with variable initial parameters we conclude that in this case fireball explosions
starts with a very small initial size, well below 1 fm.

I. INTRODUCTION

The so called Hanbury-Brown-Twiss (HBT) interfer-
ometry method originally came from radio astronomy [1]
as intensity interferometry. The influence of Bose sym-
metrization of the wave function of the observed mesons
in particle physics was first emphasized by Goldhaber et
al. [2] and applied to proton-antiproton annihilation. Its
use for the determination of the size/duration of the par-
ticle production processes had been proposed by Kopy-
lov and Podgoretsky [3] and one of us [4]. Heavy-ion
collisions, with its large multiplicities, turned the “fem-
toscopy” technique into a large industry. Early applica-
tions for RHIC heavy-ion collisions were in certain ten-
sion with the hydrodynamical models, but this issue was
later resolved, see e.g. [5]. The development of the HBT
method had made it possible to detect the magnitude
and even deformations of the flow.

Makhlin and Sinyukov [6] made the important observa-
tion that HBT radii are sensitive to collective flows of the
matter. The radii decrease with the increase of the total
transverse momentum kT = (p1T + p2T)/2 of the pair.
A sketch shown in Fig.1 provides a qualitative explana-
tion to this e↵ect: the larger is kT, the brighter becomes a
small (shaded) part of the fireball, which the radial flow is
maximal and the its direction coincides with the direction
of kT. This follows from maximization of the Doppler-
blue-shifted thermal spectrum ⇠ exp (�p

µ

u

µ

/Tf). In this
paper we will rely on this e↵ect, as well as on ALICE
HBT data, to deduce the magnitude of the flow in high
multiplicity pp collisions.

(Although we will not use those, let us also mention
that the HBT method can also be used not only for de-
termination of the radial flow, but for elliptic flow as well:
see e.g. early STAR measurements [7]. Another devel-
opment in the HBT field was a shift from two-particle
to three-particle correlations [8], [9] available due to very
high multiplicity of events as well as high luminosities of
RHIC and LHC colliders.)

With the advent of LHC it became possible to trigger
on high multiplicity events, both in pp and pPb collisions:

⇤
Electronic address: yuji.hirono@stonybrook.edu

kt
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k1

FIG. 1: (Color online)Sketch of how the radial flow (arrows
directed radially from the fireball center) influences the HBT
radii. At small k

T

the whole fireball (the circle) is visible,
but at larger k

T

one sees only the part co-moving in the same
direction – shown by shaded ellipse.

the resulting sample revealed angular anisotropies v2, v3
similar to anisotropic flows in heavy-ion (AA) collisions.
At the moment the issue whether those can or cannot be
described hydrodynamically is under debate. So far the
discussion of the strength of the radial flow was based
on the spectra of identified particles, see [12, 13]. In this
paper we look at the radial flow from a di↵erent angle,
using the measured HBT radii [10].
The HBT radii for pp collisions at LHC has been mea-

sured by the ALICE collaboration [10], as a function
of multiplicity. Their magnitude has been compared to
those coming from hydro modelling in Refs. [21, 22]. Our
analysis of the HBT radii focus on the strength of the ra-
dial flow. We illustrate how the radii, and especially the
ratio R

o

/R

s

, are indicative of the flow magnitude.
While at minimally biased collisions and small multi-

plicities the observed HBT radii are basically indepen-
dent of the pair transverse momentum kT, for high mul-
tiplicity the observed radii decrease with kT. So, the
e↵ect we are after appears only at the highest multi-
plicities – the same ones which display hydro-like angu-
lar correlations and modifications of the particle spectra.
The strongest decrease, as expected, is seen for the so
called R

o

radius, for which this reduction in the interval
kT = 0.1 · · · 0.7GeV reaches about factor 4 in magnitude.
The kT dependence of the HBT radii tells us about

the strength of the flow. The reason these data are quite
important is the following: the HBT radii at small kT
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Hydrodynamic simulations are used to calculate the identical pion HBT radii, as a function of the
pair momentum k

T

. This dependence is sensitive to the magnitude of the collective radial flow in the
transverse plane, and thus comparison to ALICE data enables us to derive its magnitude. By using
hydro solutions with variable initial parameters we conclude that in this case fireball explosions
starts with a very small initial size, well below 1 fm.

I. INTRODUCTION

The so called Hanbury-Brown-Twiss (HBT) interfer-
ometry method originally came from radio astronomy [1]
as intensity interferometry. The influence of Bose sym-
metrization of the wave function of the observed mesons
in particle physics was first emphasized by Goldhaber et
al. [2] and applied to proton-antiproton annihilation. Its
use for the determination of the size/duration of the par-
ticle production processes had been proposed by Kopy-
lov and Podgoretsky [3] and one of us [4]. Heavy-ion
collisions, with its large multiplicities, turned the “fem-
toscopy” technique into a large industry. Early applica-
tions for RHIC heavy-ion collisions were in certain ten-
sion with the hydrodynamical models, but this issue was
later resolved, see e.g. [5]. The development of the HBT
method had made it possible to detect the magnitude
and even deformations of the flow.

Makhlin and Sinyukov [6] made the important observa-
tion that HBT radii are sensitive to collective flows of the
matter. The radii decrease with the increase of the total
transverse momentum kT = (p1T + p2T)/2 of the pair.
A sketch shown in Fig.1 provides a qualitative explana-
tion to this e↵ect: the larger is kT, the brighter becomes a
small (shaded) part of the fireball, which the radial flow is
maximal and the its direction coincides with the direction
of kT. This follows from maximization of the Doppler-
blue-shifted thermal spectrum ⇠ exp (�p

µ

u

µ

/Tf). In this
paper we will rely on this e↵ect, as well as on ALICE
HBT data, to deduce the magnitude of the flow in high
multiplicity pp collisions.

(Although we will not use those, let us also mention
that the HBT method can also be used not only for de-
termination of the radial flow, but for elliptic flow as well:
see e.g. early STAR measurements [7]. Another devel-
opment in the HBT field was a shift from two-particle
to three-particle correlations [8], [9] available due to very
high multiplicity of events as well as high luminosities of
RHIC and LHC colliders.)

With the advent of LHC it became possible to trigger
on high multiplicity events, both in pp and pPb collisions:
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FIG. 1: (Color online)Sketch of how the radial flow (arrows
directed radially from the fireball center) influences the HBT
radii. At small k

T

the whole fireball (the circle) is visible,
but at larger k

T

one sees only the part co-moving in the same
direction – shown by shaded ellipse.

the resulting sample revealed angular anisotropies v2, v3
similar to anisotropic flows in heavy-ion (AA) collisions.
At the moment the issue whether those can or cannot be
described hydrodynamically is under debate. So far the
discussion of the strength of the radial flow was based
on the spectra of identified particles, see [12, 13]. In this
paper we look at the radial flow from a di↵erent angle,
using the measured HBT radii [10].
The HBT radii for pp collisions at LHC has been mea-

sured by the ALICE collaboration [10], as a function
of multiplicity. Their magnitude has been compared to
those coming from hydro modelling in Refs. [21, 22]. Our
analysis of the HBT radii focus on the strength of the ra-
dial flow. We illustrate how the radii, and especially the
ratio R

o

/R

s

, are indicative of the flow magnitude.
While at minimally biased collisions and small multi-

plicities the observed HBT radii are basically indepen-
dent of the pair transverse momentum kT, for high mul-
tiplicity the observed radii decrease with kT. So, the
e↵ect we are after appears only at the highest multi-
plicities – the same ones which display hydro-like angu-
lar correlations and modifications of the particle spectra.
The strongest decrease, as expected, is seen for the so
called R

o

radius, for which this reduction in the interval
kT = 0.1 · · · 0.7GeV reaches about factor 4 in magnitude.
The kT dependence of the HBT radii tells us about

the strength of the flow. The reason these data are quite
important is the following: the HBT radii at small kT
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FIG. 18: Sketch of the radial flow (arrows directed radially
from the fireball center) explaining how it influences the HBT
radii. At small kt the whole fireball (the large circle) con-
tributes, but at larger kt one sees only the part of the fireball
which is co-moving in the same direction as the observed pair.
This region – shown by shaded ellipce – has a smaller radii
and anizotropic shape, even for central collisions.

poses is explained in a sketch shown in Fig.18. At small
kt the detector sees hadrons emitted from the whole fire-
ball, but the larger is kt, the brighter becomes its small
(shaded) part in which the radial flow is (i) maximal
and (ii) has the same direction as ~kt. This follows from
maximization of the Doppler-shifted thermal spectrum
⇠ exp (pµuµ/Tfreezeout). One way to put is is to note
that e↵ective T in it is increased by the gamma factor of
the flow.

Hirono and myself [87] rely on this e↵ect, as well as
on ALICE HBT data [86], to deduce the magnitude of
the flow in high multiplicity pp collisions. The data are
shown in Fig.19. The e↵ect is better seen in the so called
“out”-directed radius Rout (the top plot). While low mul-
tiplcity data (connected by the blue dashed line) are ba-
sically independent on the pair momentum, at high mul-
tiplcity (stars and red dashed line) they are decreasing,
by a rather large factor. Another consequence of the flow
is anisotropy of radii. In the bottom plot the ratio of two
radii are shown: at small multiplcity it is always 1 – that
is the source is isotropic – but at high multiplcity the
source is anisotropic, the radii are quite di↵erent with
the ratio dropping to about 1/3 at the largest kt.

In Fig.20 we show a series of calculations in which the
initial QGP stage of the collision is modelled by numeri-
cal hydro solution close to Gubser analytic solution with
variable parameter q. (The late stages need to deviate
from Gubser since near Tc the EOS is very di↵erent from
conformal ✏ = 3p assumed in Gubser’s derivation).

Let us summarize what we learned in this subsection
so far. Unlike central pA, the highest multiplcity pp
events are significantly denser/hotter than central AA.
Very strong radial flow, seen in spectra of identified par-
ticles and HBT radii, require very small – sub femtometer
– initial size of the system. In spite of high cost associ-
ated with those events, their studies are of uttmost im-
portance for the search for ever more extreme conditions
of matter.
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FIG. 10. Projections of the 3D Cartesian representations of the cor-
relation functions for events with 23 � Nch � 29 and pairs with
0.3 < kT < 0.4 GeV/c. To project onto one q-component, the oth-
ers are integrated over the range 0�0.16 GeV/c. Dashed lines show
analogous projections of the Gaussian fit.

in Section IVC. In Fig. 10 the same correlation is shown as
projections of the 3D Cartesian representation. The other q
components are integrated over the range of 0� 0.16 GeV/c.
The fit, shown as lines, is similarly projected. In this plot
the fit does not describe the shape of the correlation perfectly;
however, the width is reasonably reproduced.

IV. FIT RESULTS

A. Results of the 3D Gaussian fits

We fitted all 72 correlation functions (4+8 multiplicity
ranges for two energies times 6 kT ranges) with Eq. (7). We
show the resulting femtoscopic radii in Fig. 11 as a function of
kT. The strength of the correlation λ is relatively independent
of kT, is 0.55 for the lowest multiplicity, decreases monoton-
ically with multiplicity and reaches the value of 0.42 for the
highest multiplicity range. The radii shown in the Fig. 11 are
the main results of this work. Let us now discuss many aspects
of the data visible in this figure.
Firstly, the comparison between the radii for two ener-

gies, in the same multiplicity/kT ranges reveals that they are
universally similar, at all multiplicities, all kT’s and all di-
rections. This confirms what we have already seen directly
in the measured correlation functions. The comparison top
s = 200 GeV pp collisions at RHIC is complicated by the

fact that these data are not available in multiplicity ranges.
The multiplicity reach at RHIC corresponds to a combination
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FIG. 11. Parameters of the 3D Gaussian fits to the complete set of
the correlation functions in 8 ranges in multiplicity and 6 in kT for
pp collisions at

p
s= 7 TeV, and 4 ranges in multiplicity and 6 in kT

for pp collisions at
p
s= 0.9 TeV. All points at given kT bin should

be at the same value of kT , but we shifted them to improve visibility.
Open black squares show values for pp collisions at

p
s = 200 GeV

from STAR [10]. Lines connecting the points for lowest and highest
multiplicity range were added to highlight the trends.

of the first three multiplicity ranges in our study. No strong
change is seen between the RHIC and LHC energies. It shows
that the space-time characteristics of the soft particle produc-
tion in pp collisions are only weakly dependent on collision
energy in the range between 0.9 TeV to 7 TeV, if viewed in
narrow multiplicity/kT ranges. Obviously the

p
s = 7 TeV

data have a higher multiplicity reach, so the minimum-bias
(multiplicity/kT integrated) correlation function for the two
energies is different.
Secondly, we analyze the slope of the kT dependence. RGlong

falls with kT at all multiplicities and both energies. RGout and
RGside show an interesting behavior – at low multiplicity the kT
dependence is flat for RGside and for R

G
out it rises at low kT and

then falls again. For higher multiplicities both transverse radii
develop a negative slope as multiplicity increases. At high

FIG. 19: HBT radii versus the pair transverse momentum
kT , for various multiplicities of the pp collisions, from ALICE
[86].
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FIG. 18: Sketch of the radial flow (arrows directed radially
from the fireball center) explaining how it influences the HBT
radii. At small kt the whole fireball (the large circle) con-
tributes, but at larger kt one sees only the part of the fireball
which is co-moving in the same direction as the observed pair.
This region – shown by shaded ellipce – has a smaller radii
and anizotropic shape, even for central collisions.
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E. The “radial flow puzzle” for central pA

The simplest consequence of the radial flow is growth
of the mean transverse momentum. CMS data on those
are shown in Fig.15(a). While pp and pA data are shown
by points, versus the multiplicity, the AA ones (from AL-
ICE) are shown by shaded areas: the central ones corre-
spond to its upper edge. While one may argue for other
mechanisms of the meant pt growth – e.g. rescattering or
larger saturation momentum Qs in glasma at higher mul-
tiplicity – those explanations fail to explain why protons
get it much larger than the pions.

More generally, the experimental signatures of the ra-
dial flow are based on the observation that collective
flow manifests itself di↵erently for secondaries of di↵er-
ent mass. While (near) massless pions have exponential
spectra hardly a↵ected by the flow, massive particles have
spectra of modified shape. Eventually, for very heavy
particles (not really reached in reality) the thermal mo-
tion should become negligible and their momenta be just
mv where v is the velocity of the flow, the distribution
over which has a characteristic peak at the fireball edge.

More specific measure used since [73] looks at the so
called “violation of the m? scaling”. The so called m?
slopes T 0 defined by the exponential form (above certain
pt)

dN

dydp2

?
=

dN

dydm2

?
⇠ exp(�m?

T 0 ) (30)

are the best indicators of the radial flow. A sample of
such slopes for pA collisions recently measured by CMS
is shown in Fig.15 (similar data from ALICE but for
smaller multiplcities are also available, see Fig.50). The
min.bias pp,pA show the same T 0 for all secondaries: thus
no flow. Small multiplicity bins (marked by 8 and 32 at
the bottom-right) are the ones in which the m? scaling
holds. This behavior is natural for independent string
fragmentation, rescattering or glasma.

Flow manifests itself di↵erently. For pions T 0 is simply
the freezeout temperature, blue-shifted by the exponent
of the transverse flow rapidity

T 0 = Tfe (31)

For more massive particles – kaons, protons, lambdas,
deuterons etc – the slopes are mass-dependent . As seen
from Fig.15(b), they are growing approximately linearly
with the mass, and the e↵ect gets more pronounced with
multiplicity. This is a new regime not seen before in pA,
signature of the collective flow.

Furthermore, the highest multiplicity pA do have
slopes even exceeding those in central PbPb LHC col-
lisions, the previous record-holding on the radial flow.
(It has been predicted to happen few months before ex-
periment : see version v1 of this paper [64].)

This gives rise to what we call the “radial flow puzzle”.
Indeed, naive estimates of densities in the previous sub-
section may suggest that explosion in highest multiplicity
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mensionless time t and radial distance r coordinates. (Blue)
thick solid line in the middle corresponds to central AA
(PbPb) collisions, (red) thick solid line on the top to the
highest multiplicity pp . Two (black) thin ones correspond
to central p Pb case, before and after collapse compression,
marked pAi, pAf respectively. The arrow connecting them
indicates the e↵ect of multi string collapse.

pA case should still be weaker than in AA. Indeed, both
the system is smaller and the initial entropy density seem
to be smaller as well. Yet the data show the opposite: the
observed radial flow strength follows a di↵erent pattern

yAA,central
? < ypA,central

? < ypp,highest
? (32)

Hydrodynamics is basically a bridge, between the ini-
tial and the final properties of the system. For the pur-
pose at hand – to see how its result depend on the size
of the system – it is convenient to follow the paper of
Zahed and myself [64]. The radial flow is discussed using
Gubser’s solution [44]. The setting is in the standard rel-
ativistic coordinate sets, the proper time -spatial rapidity
- transverse radius - azimuthal angle (⌧̄ , ⌘, r̄,�) with the
metric

ds2 = �d⌧̄2 + ⌧̄2d⌘2 + dr̄2 + r̄2d�2, (33)

One single solution describes all cases considered: we
will proceed from the dimensional variables ⌧̄ , r̄ with the
barto dimensionless variables

t = q⌧̄ , r = qr̄ (34)

using rescaling by a single parameter q with dimension
of the inverse length. In such variables there is a single
solution of ideal relativistic hydrodynamics, which for the
transverse velocity and the energy density reads

v?(t, r) = tanh(y?) =
2tr

1 + t2 + r2

(35)
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E. The “radial flow puzzle” for central pA

The simplest consequence of the radial flow is growth
of the mean transverse momentum. CMS data on those
are shown in Fig.15(a). While pp and pA data are shown
by points, versus the multiplicity, the AA ones (from AL-
ICE) are shown by shaded areas: the central ones corre-
spond to its upper edge. While one may argue for other
mechanisms of the meant pt growth – e.g. rescattering or
larger saturation momentum Qs in glasma at higher mul-
tiplicity – those explanations fail to explain why protons
get it much larger than the pions.

More generally, the experimental signatures of the ra-
dial flow are based on the observation that collective
flow manifests itself di↵erently for secondaries of di↵er-
ent mass. While (near) massless pions have exponential
spectra hardly a↵ected by the flow, massive particles have
spectra of modified shape. Eventually, for very heavy
particles (not really reached in reality) the thermal mo-
tion should become negligible and their momenta be just
mv where v is the velocity of the flow, the distribution
over which has a characteristic peak at the fireball edge.

More specific measure used since [73] looks at the so
called “violation of the m? scaling”. The so called m?
slopes T 0 defined by the exponential form (above certain
pt)

dN

dydp2

?
=

dN

dydm2

?
⇠ exp(�m?

T 0 ) (30)

are the best indicators of the radial flow. A sample of
such slopes for pA collisions recently measured by CMS
is shown in Fig.15 (similar data from ALICE but for
smaller multiplcities are also available, see Fig.50). The
min.bias pp,pA show the same T 0 for all secondaries: thus
no flow. Small multiplicity bins (marked by 8 and 32 at
the bottom-right) are the ones in which the m? scaling
holds. This behavior is natural for independent string
fragmentation, rescattering or glasma.

Flow manifests itself di↵erently. For pions T 0 is simply
the freezeout temperature, blue-shifted by the exponent
of the transverse flow rapidity

T 0 = Tfe (31)

For more massive particles – kaons, protons, lambdas,
deuterons etc – the slopes are mass-dependent . As seen
from Fig.15(b), they are growing approximately linearly
with the mass, and the e↵ect gets more pronounced with
multiplicity. This is a new regime not seen before in pA,
signature of the collective flow.

Furthermore, the highest multiplicity pA do have
slopes even exceeding those in central PbPb LHC col-
lisions, the previous record-holding on the radial flow.
(It has been predicted to happen few months before ex-
periment : see version v1 of this paper [64].)

This gives rise to what we call the “radial flow puzzle”.
Indeed, naive estimates of densities in the previous sub-
section may suggest that explosion in highest multiplicity
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mensionless time t and radial distance r coordinates. (Blue)
thick solid line in the middle corresponds to central AA
(PbPb) collisions, (red) thick solid line on the top to the
highest multiplicity pp . Two (black) thin ones correspond
to central p Pb case, before and after collapse compression,
marked pAi, pAf respectively. The arrow connecting them
indicates the e↵ect of multi string collapse.

pA case should still be weaker than in AA. Indeed, both
the system is smaller and the initial entropy density seem
to be smaller as well. Yet the data show the opposite: the
observed radial flow strength follows a di↵erent pattern

yAA,central
? < ypA,central

? < ypp,highest
? (32)

Hydrodynamics is basically a bridge, between the ini-
tial and the final properties of the system. For the pur-
pose at hand – to see how its result depend on the size
of the system – it is convenient to follow the paper of
Zahed and myself [64]. The radial flow is discussed using
Gubser’s solution [44]. The setting is in the standard rel-
ativistic coordinate sets, the proper time -spatial rapidity
- transverse radius - azimuthal angle (⌧̄ , ⌘, r̄,�) with the
metric

ds2 = �d⌧̄2 + ⌧̄2d⌘2 + dr̄2 + r̄2d�2, (33)

One single solution describes all cases considered: we
will proceed from the dimensional variables ⌧̄ , r̄ with the
barto dimensionless variables

t = q⌧̄ , r = qr̄ (34)

using rescaling by a single parameter q with dimension
of the inverse length. In such variables there is a single
solution of ideal relativistic hydrodynamics, which for the
transverse velocity and the energy density reads

v?(t, r) = tanh(y?) =
2tr

1 + t2 + r2

(35)
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✏

q4

=
✏̂
0

28/3

t4/3 [1 + 2(t2 + r2) + (t2 � r2)2]4/3

The first equation – the radial velocity – has no parame-
ters at all, but the second has the second dimensionalless
parameter of the ✏̂

0

related to the entropy and thus the
multiplicity.

✏̂
0

= f�1/3

⇤

✓
3

16⇡

dS

d⌘

◆
4/3

(36)

where
The freezeout surface is usually considered to be

isotherm T = Tf : so if for a particular case the param-
eters q, ✏̂

0

are known, it can be found from the second
equation. Before turning to actual plot of such surfaces,
let us comment that if for some cases – e.g. AA collisions
with di↵erent nuclei – they will coincide, the observed
flow velocity will be the same. (This is our thought ex-
periment 1 in the subsection IVB: two collisions are con-
formal copies of each other.)

In Fig.16 we show several of such curves. The blue
line marked AA corresponds to central PbPb collisions
at LHC, its q = 1/4.3 fm, ✏̂

0

= 2531, Tf = 120MeV , is
our benchmark for which radial flow is well documented.
Two black lines are for the pPb case: they both have
Tf = 170 MeV and the same multiplicity but di↵erent
scale parameter: q = 1/1.6 fm for the lower dotted line
but twice smaller spacial scale q = 1/0.8 fm for the up-
per thin solid line. As also an arrow indicates, those cor-
responds to hydro started from the “naive” initial size,
and the second from the “compressed” size, according to
“spaghetti collapse” scenario we will discuss in section
IV B. The former one is well below the AA benchmark,
and its radial flow is weaker. The latter is above it, and
its radial flow is stronger: the maximal transverse veloci-
ties on these curves (located near the turn of the freezeout
surface downward) are

vpAi
? = 0.56 < vAA

? = 0.81 < vpAf
? = 0.84 (37)

The upper red line is our guess for maximal multiplicity
pp collisions, assuming its q = 1/0.5 fm: it has even
stronger radial flow with maximal vpp

? = 0.93.
In summary: the observed pattern of radial flow mag-

nitude can only be explained if the initial size of the pA
system is significantly reduced, compared to the naive
estimates in the preceding section.

F. Radial flow in high multiplicity pp

Let us start with the conclusions drown from our pre-
liminary discussion of the densities: Unlike central pA,
the density in high multiplicity pp collisions is too high for
the string model. The initial state must be in a GLASMA
state, if there is one.

While the perturbative picture of the BFKL Pomeron
–corrected for saturation e↵ects – describes correctly the

logarithmic growth of the cross section with energy and
main features of the the typical events, it does not so
far provide much guidance about the dynamics of high-
multiplcity events. It is not at all surprising: those are
fluctuations with small probablity ⇠ 10�6, and under-
stand their precise dynamics is di�cult. In particular, we
do not even have any good means to predict the initial
size and shape of the partron distribution in the trans-
verse plane, for high multiplicity pp events. (Unlike pA,
we dont have such useful tool as Glauber and participant
nucleons, separately measured. Nor do we have dimen-
sionfull quantities like ↵0 associated with strings.)

Therefore, lacking good theory guidance, one may in-
vert the logical path, and proceed as follows: (i) The data
allows us to understand the magnitude of the flows – ra-
dial, v

2

, v
3

– at freezeout. Then (ii) hydro can be “solved
backwards”, telling us what initial conditions are needed
to generate such flow.

One phenomenological input can be the mean pt and
spectra of the identified particles in high multiplicity
pp: some of those we have already shown in Fig15.
More details are in CMS publication [77], for various
energies

p
s = 0.9, 2.76, 7 TeV . One can fit those data

by Gubser flow: its two parameters ✏̂
0

, q , the entropy
and the initial size, can be fitted to this data.

Another approach is to use is the femtoscopy method.
It allows to detect the magnitude and even deformations
of the flow. Makhlin and Sinyukov [84] made the impor-
tant observation that HBT radii decrease with the in-
crease of the (total) transverse momentum ~k

1

+ ~k
2

= ~kt

of the pair. Modification of their argument for our pur-

FIG. 17: (color online) Comparison of the experimental slopes
T 0(m) versus the particle mass m (GeV). The solid circles
are from the highest multiplicity bin data of Fig.15, com-
pared to the theoretical predictions. The solid and dash-
dotted lines are our calculations for freezeout temperatures
Tf = 0.17, 0.12 GeV , respectively. The asterisks-marked
dashed line are for Epos LHC model, diagonal crosses on the
dashed line are for AMTP model.

Gubser solution  
at early time 

+numerical hydro  
at later stages

conclusion: in order to describe  
ALICE femtoscopy pp data 
one needs very strong flow  

=> surprisingly small initial size1/q=2/3 fm
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Figure 9: Average transverse momentum of identified charged hadrons (pions, kaons, protons;
left panel) and ratios of particle yields (right panel) in the range |y| < 1 as a function of the cor-
rected track multiplicity for |�| < 2.4, for pp collisions (open symbols) at several energies [8],
and for pPb collisions (filled symbols) at

p
sNN = 5.02 TeV. Both hpTi and yield ratios were

computed assuming a Tsallis-Pareto distribution in the unmeasured range. Error bars indicate
the uncorrelated combined uncertainties, while boxes show the uncorrelated systematic uncer-
tainties. For hpTi the fully correlated normalization uncertainty (not shown) is 1.0%. In both
plots, lines are drawn to guide the eye (gray solid – pp 0.9 TeV, gray dotted – pp 2.76 TeV, black
dash-dotted – pp 7 TeV, colored solid – pPb 5.02 TeV). The ranges of hpTi, K/� and p/� values
measured by ALICE in various centrality PbPb collisions (see text) at

p
sNN = 2.76 TeV [33] are

indicated with horizontal bands.

14 5 Results

by ALICE in PbPb collisions at
p

sNN = 2.76 TeV for centralities from peripheral (80–90% of the
inelastic cross-section) to central (0–5%) [27]. These ALICE PbP data cover a much wider range
of Ntracks than is shown in the plot. Although PbPb data are not available at

p
sNN = 5.02 TeV

for comparison, the evolution of event characteristics from RHIC (
p

sNN = 0.2 TeV, [2, 4, 28])
to LHC energies [27] suggests that yield ratios should remain similar, while hpTi values will
increase by about 5% when going from

p
sNN = 2.76 TeV to 5.02 TeV.
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Figure 10: Inverse slope parameters T� from fits of pion, kaon, and proton spectra (both charges)
with a form proportional to pT exp(�mT/T�). Results for a selection of multiplicity classes,
with different Ntracks as indicated, are plotted for pPb data (left) and for MC event generators
AMPT, EPOS LHC, and HIJING (right). The curves are drawn to guide the eye.

For low track multiplicity (Ntracks . 40), pPb collisions behave very similarly to pp collisions,
while at higher multiplicities (Ntracks � 50) the hpTi is lower for pPb than in pp. The first ob-
servation can be explained since low-multiplicity events are peripheral pPb collisions in which
only a few proton-nucleon collisions are present. Events with more particles are indicative
of collisions in which the projectile proton strikes the thick disk of the lead nucleus. Inter-
estingly, the pPb curves (Fig. 9, left panel) can be reasonably approximated by taking the pp
values and multiplying their Ntracks coordinate by a factor of 1.8, for all particle types. In other
words, a pPb collision with a given Ntracks is similar to a pp collision with 0.55 ⇥ Ntracks for
produced charged particles in the |�| < 2.4 range. Both the highest-multiplicity pp and pPb
interactions yield higher hpTi than seen in central PbPb collisions. While in the PbPb case even
the most central collisions possibly contain a mix of soft (lower-hpTi) and hard (higher-hpTi)
nucleon-nucleon interactions, for pp or pPb collisions the most violent interaction or sequence
of interactions are selected.

The transverse momentum spectra could also be successfully fitted with a functional form pro-
portional to pT exp(�mT/T�), where T� is called the inverse slope parameter, motivated by the
success of Boltzmann-type distributions in nucleus-nucleus collisions [29]. In the case of pi-
ons, the fitted range was restricted to mT > 0.4 GeV/c in order to exclude the region where
resonance decays would significantly contribute to the measured spectra. The inverse slope
parameter as a function of hadron mass is shown in Fig. 10, for a selection of event classes,
both for pPb data and for MC event generators (AMPT, EPOS LHC, and HIJING). While the data

FIG. 15: (color online) (From [21].) (a) Average transverse
momentum of identified charged hadrons (pions, kaons, pro-
tons; left panel) and ratios of particle yields (right panel)
in the range |y| < 1 as a function of the corrected track
multiplicity for |⌘| < 2.4, for pp collisions (open symbols)
at several energies, and for pPb collisions (filled symbols) atp

sNN = 5.02 TeV. (b) The slopes of the m? distribution T 0

(in GeV) as a function of the particle mass. The numbers on
the right of the lines give the track multiplicity.

in AA. Another approach used is a comparison of central
pA with peripheral AA of the same multiplicity, or more
or less same number of participants. Similar matter den-
sity is obtained.

(iii) Now we move to the last (and most controversial)
case, of the pp collisions. Needless to say the density
is very low for min.bias events. “High multiplicity” at
which CMS famously discovered the “ridge” starts from
about Nmax

pp > 100 ⇤ 3 (again, 100 is the number of CMS
tracks).

The big question here is: what is the area? Unlike in

the case of central pA, we don’t utilize standard Glauber
and full cross section (maximal impact parameters): we
address now a fluctuation which has small probability.
In fact, nobody knows the answer to that. Based on the
profile of pp elastic scattering (to be discussed in section
??) I think it should correspond to impact parameter b
in the black disc regime. If so ⇡b2

b.d. ⇠ 1/2 fm2 and

nmax
pp ⇡ Nmax

pp

⇡b2

b.d.

⇠ 600 fm�2 (26)

Other evidences about glue distribution in a proton
comes from HERA di↵ractive production, especially of
J/ : they also suggest a r.m.s. radius of only 0.3 fm,
less than a half of electromagnetic radius.

Let us summarize those (naive) estimates: in terms of
the initial entropy density one expects the following order
of the densities

dNpA
maximal

dA?
⇠ dNAA

peripheral

dA?
⌧ dNAA

central

dA?
⌧ dNpp

maximal

dA?
(27)

and may thus expect that the radial flow follows the same
pattern. The data however show it is not the case.

D. Shape fluctuations in central pA and peripheral
AA

Scaling relation between central pA and peripheral AA
has been proposed and tested by Basar and Teaney [13].
Step one of their paper has been prompted by the fact,
noticed in the CMS paper already: at the same multiplic-
ity, v

3

in both cases are basically the same. Some people
suggested new theories (and even paradigms) based on
this fact: but in fact it is hardly surprising, since equal
multiplicity means equal number of fluctuating partici-
pant nucleons. So, the first thing Basar and Teaney did
was to remove the geometrical contribution to peripheral
AA, and found that the remaining fluctuation-driven part
of v

2

is also perfectly the same, see Fig.21.
Their second proposal is that the pt dependence of (the

fluctuating part) of the vn has an universal shape, and
AA and pA data are only di↵erent by a scale of mean pt

vpA
n (pt) = vpA

n (
pt


) (28)

where the the conformal scaling factor

 =
< pT >pPb

< pT >PbPb
⇡ 1.25 (29)

is due to di↵erence in the radial flow. This relation also
works well.

two possible e↵ects, as the multiplicity grows:
(i) an increases the initial temperature Ti. Since the final
one is fixed by hadronization near the phase transition
Tf ⇡ Tc, the contrast between them gets larger and hydro
flow increases;
(ii) the initial size of the fireball decreases, increasing
the initial temperature Ti even further.
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Figure 9: Average transverse momentum of identified charged hadrons (pions, kaons, protons;
left panel) and ratios of particle yields (right panel) in the range |y| < 1 as a function of the cor-
rected track multiplicity for |�| < 2.4, for pp collisions (open symbols) at several energies [8],
and for pPb collisions (filled symbols) at

p
sNN = 5.02 TeV. Both hpTi and yield ratios were

computed assuming a Tsallis-Pareto distribution in the unmeasured range. Error bars indicate
the uncorrelated combined uncertainties, while boxes show the uncorrelated systematic uncer-
tainties. For hpTi the fully correlated normalization uncertainty (not shown) is 1.0%. In both
plots, lines are drawn to guide the eye (gray solid – pp 0.9 TeV, gray dotted – pp 2.76 TeV, black
dash-dotted – pp 7 TeV, colored solid – pPb 5.02 TeV). The ranges of hpTi, K/� and p/� values
measured by ALICE in various centrality PbPb collisions (see text) at

p
sNN = 2.76 TeV [33] are

indicated with horizontal bands.
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by ALICE in PbPb collisions at
p

sNN = 2.76 TeV for centralities from peripheral (80–90% of the
inelastic cross-section) to central (0–5%) [27]. These ALICE PbP data cover a much wider range
of Ntracks than is shown in the plot. Although PbPb data are not available at

p
sNN = 5.02 TeV

for comparison, the evolution of event characteristics from RHIC (
p

sNN = 0.2 TeV, [2, 4, 28])
to LHC energies [27] suggests that yield ratios should remain similar, while hpTi values will
increase by about 5% when going from

p
sNN = 2.76 TeV to 5.02 TeV.
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Figure 10: Inverse slope parameters T� from fits of pion, kaon, and proton spectra (both charges)
with a form proportional to pT exp(�mT/T�). Results for a selection of multiplicity classes,
with different Ntracks as indicated, are plotted for pPb data (left) and for MC event generators
AMPT, EPOS LHC, and HIJING (right). The curves are drawn to guide the eye.

For low track multiplicity (Ntracks . 40), pPb collisions behave very similarly to pp collisions,
while at higher multiplicities (Ntracks � 50) the hpTi is lower for pPb than in pp. The first ob-
servation can be explained since low-multiplicity events are peripheral pPb collisions in which
only a few proton-nucleon collisions are present. Events with more particles are indicative
of collisions in which the projectile proton strikes the thick disk of the lead nucleus. Inter-
estingly, the pPb curves (Fig. 9, left panel) can be reasonably approximated by taking the pp
values and multiplying their Ntracks coordinate by a factor of 1.8, for all particle types. In other
words, a pPb collision with a given Ntracks is similar to a pp collision with 0.55 ⇥ Ntracks for
produced charged particles in the |�| < 2.4 range. Both the highest-multiplicity pp and pPb
interactions yield higher hpTi than seen in central PbPb collisions. While in the PbPb case even
the most central collisions possibly contain a mix of soft (lower-hpTi) and hard (higher-hpTi)
nucleon-nucleon interactions, for pp or pPb collisions the most violent interaction or sequence
of interactions are selected.

The transverse momentum spectra could also be successfully fitted with a functional form pro-
portional to pT exp(�mT/T�), where T� is called the inverse slope parameter, motivated by the
success of Boltzmann-type distributions in nucleus-nucleus collisions [29]. In the case of pi-
ons, the fitted range was restricted to mT > 0.4 GeV/c in order to exclude the region where
resonance decays would significantly contribute to the measured spectra. The inverse slope
parameter as a function of hadron mass is shown in Fig. 10, for a selection of event classes,
both for pPb data and for MC event generators (AMPT, EPOS LHC, and HIJING). While the data

FIG. 15: (color online) (From [21].) (a) Average transverse
momentum of identified charged hadrons (pions, kaons, pro-
tons; left panel) and ratios of particle yields (right panel)
in the range |y| < 1 as a function of the corrected track
multiplicity for |⌘| < 2.4, for pp collisions (open symbols)
at several energies, and for pPb collisions (filled symbols) atp

sNN = 5.02 TeV. (b) The slopes of the m? distribution T 0

(in GeV) as a function of the particle mass. The numbers on
the right of the lines give the track multiplicity.

in AA. Another approach used is a comparison of central
pA with peripheral AA of the same multiplicity, or more
or less same number of participants. Similar matter den-
sity is obtained.

(iii) Now we move to the last (and most controversial)
case, of the pp collisions. Needless to say the density
is very low for min.bias events. “High multiplicity” at
which CMS famously discovered the “ridge” starts from
about Nmax

pp > 100 ⇤ 3 (again, 100 is the number of CMS
tracks).

The big question here is: what is the area? Unlike in

the case of central pA, we don’t utilize standard Glauber
and full cross section (maximal impact parameters): we
address now a fluctuation which has small probability.
In fact, nobody knows the answer to that. Based on the
profile of pp elastic scattering (to be discussed in section
??) I think it should correspond to impact parameter b
in the black disc regime. If so ⇡b2

b.d. ⇠ 1/2 fm2 and

nmax
pp ⇡ Nmax

pp

⇡b2

b.d.

⇠ 600 fm�2 (26)

Other evidences about glue distribution in a proton
comes from HERA di↵ractive production, especially of
J/ : they also suggest a r.m.s. radius of only 0.3 fm,
less than a half of electromagnetic radius.

Let us summarize those (naive) estimates: in terms of
the initial entropy density one expects the following order
of the densities

dNpA
maximal

dA?
⇠ dNAA

peripheral

dA?
⌧ dNAA

central

dA?
⌧ dNpp

maximal

dA?
(27)

and may thus expect that the radial flow follows the same
pattern. The data however show it is not the case.

D. Shape fluctuations in central pA and peripheral
AA

Scaling relation between central pA and peripheral AA
has been proposed and tested by Basar and Teaney [13].
Step one of their paper has been prompted by the fact,
noticed in the CMS paper already: at the same multiplic-
ity, v

3

in both cases are basically the same. Some people
suggested new theories (and even paradigms) based on
this fact: but in fact it is hardly surprising, since equal
multiplicity means equal number of fluctuating partici-
pant nucleons. So, the first thing Basar and Teaney did
was to remove the geometrical contribution to peripheral
AA, and found that the remaining fluctuation-driven part
of v

2

is also perfectly the same, see Fig.21.
Their second proposal is that the pt dependence of (the

fluctuating part) of the vn has an universal shape, and
AA and pA data are only di↵erent by a scale of mean pt

vpA
n (pt) = vpA

n (
pt


) (28)

where the the conformal scaling factor

 =
< pT >pPb

< pT >PbPb
⇡ 1.25 (29)

is due to di↵erence in the radial flow. This relation also
works well.

two possible e↵ects, as the multiplicity grows:
(i) an increases the initial temperature Ti. Since the final
one is fixed by hadronization near the phase transition
Tf ⇡ Tc, the contrast between them gets larger and hydro
flow increases;
(ii) the initial size of the fireball decreases, increasing
the initial temperature Ti even further.

mt scaling, no flow

flow
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With growing multiplicity, the pp and pA collisions enter the domain where the macroscopic description
(thermodynamics and hydrodynamics) becomes applicable. We discuss this situation, first with simplified thought
experiments, then with some idealized representative cases, and finally address the real data. For clarity, we do not
do it numerically but analytically, using the Gubser solution. We found that the radial flow is expected to increase
from central AA to central pA, while the elliptic flow decreases, with higher harmonics being comparable. We
extensively study the magnitude and distribution of the viscous corrections, in Navier-Stokes and Israel-Stuart
approximations, ending with higher gradient resummation proposed by Lublinsky and Shuryak. We found that
those corrections grow from AA to pA to pp, but remain tractable even for pp.
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I. INTRODUCTION

High energy heavy ion collisions are theoretically treated
very differently from pp and pA ones. While the for-
mer are very well described using macroscopic theories—
thermodynamics and relativistic hydrodynamics—the latter
are subject to what we would like to call the “pomeron
physics”, described with a help of microscopic dynamics in
terms of (ladders of) perturbative gluons, classical random
gauge fields, or strings. The temperature and entropy play a
central role in the former case, and are not even mentioned or
defined in the latter case.

The subject of this paper is the situation when these two
distinct worlds (perhaps) meet. In short, the main statement
of this paper is that specially triggered fluctuations of the pp
and pA collisions of particular magnitude should be able to
reach conditions in which the macroscopic description can
be nearly as good as for AA collisions. While triggered by
experimental hints at the Cern Large Hadron Collider (LHC)
to be discussed below, this phenomenon has not yet been a
subject of a systematic study experimentally or theoretically,
and is of course far from being understood. So on onset let us
enumerate few key issues to be addressed.

(i) How do the thermodynamical and hydrodynamical
(viscosities, relaxation time, etc.) quantities scale with
the change in the system size R and the multiplicity N?
What are the criteria for macroscopic (hydrodynamical)
behavior?

(ii) What are the consequences of the fact that the strongly
coupled quark-gluon plasma (sQGP) phase of matter is
approximately scale invariant?

(iii) Do high multiplicity pp and pA collisions in which the
(double) “ridge” has been recently observed at the LHC
[1–3] fit into the hydrodynamical systematics tested so
far for AA collisions?

(iv) What is the expected magnitude of the radial flow in
pp and pA collisions, and how is it related to that in
AA? What are the freeze-out conditions in these new
explosive systems?

(v) How do amplitudes of the second and higher angular
harmonics vn scale with n, R, and η/s? In which pt

region do we expect hydrodynamics to work, and for
with vn?

The major objective of the heavy ion collision program
is to create and study properties of a new form of matter,
the quark-gluon plasma. Among many proposed signatures
proposed in [4], the central role is played by production
of macroscopic fireball of such matter, with the subsequent
collective explosion described by the relativistic hydrodynam-
ics. Its observable effects include radial and elliptic flows,
supplemented by higher moments vm,m > 2. At the BNL
Relativistic Heavy Ion Collider (RHIC) and LHC the AA
collisions has been studied in detail by now, with multiple
measured dependences, with excellent agreement with hydro-
dynamics in a wide domain, for n < 7 and in the range of
pt < 3 GeV.

Let us start with a very generic discussion of applicability
of hydrodynamics. The basic condition is that the system’s
size R should be much larger than microscopic scales such as,
e.g., the correlation lengths or the inverse temperature T −1.
The corresponding ratio is one small parameter

1
T R

≈ O(1/10) ≪ 1, (1)

where the value corresponds to well-studied central AA
collisions. Another important small parameter which we seem
to have for sQGP is the viscosity-to-entropy-density ratio

η

s
= 0.1 . . . 0.2 ≪ 1. (2)

This tells us that viscous scale—the mean free path in kinetic
terms—is additionally suppressed compared to the micro scale
1/T by strong interaction in the system. The product of both
parameters appearing in expressions below suggests that one
can hope to apply even ideal hydrodynamics in AA collisions
with few percent accuracy, as also is seen phenomenologically.

The reason why the fireballs produced in AuAu collisions
at RHIC and PbPb at LHC behaves macroscopically is related
to the large size of the colliding nuclei used. Yet smaller
systems, with sizes O(1 fm) occurring in pp or pA, should
also be able to do so, provided certain conditions are met. Let
us thus start to define a proper comparison, starting with our
thought experiment 0, in which two systems (see a sketch in
Fig. 1) A and B have the same local quantities—temperatures,
viscosities and the like—but different sizes RA > RB . (For
example, think of AuAu and CuCu collisions at the same

044915-10556-2813/2013/88(4)/044915(13) ©2013 American Physical Society

HIGH-MULTIPLICITY pp AND pA COLLISIONS: . . . PHYSICAL REVIEW C 88, 044915 (2013)

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

0  0.2  0.4  0.6  0.8 1  1.2

T
′ [

G
eV

/c
]

m [GeV/c2]

8

32

58

84
109
135
160
185
210
235

pPb, ���√sNN = 5.02 TeV, L = 1 µb-1

CMS

FIG. 8. (Color online) The slopes of the m⊥ distribution T ′ (GeV)
as a function of the particle mass, from [13]. The numbers on the right
are track multiplicity.

In the remaining radial Cooper-Fry integral over the freeze-
out surface one should substitute proper time τ (r) and its
derivative, as well as transverse rapidity κ(τ (r), r), defined
via tanh(κ) = v⊥. The spectra are fitted to exponential form at
large m⊥ [see Fig. 9(a)] and finally in Fig. 9(b) we compare
the slopes T ′ observed by the CMS (in the highest multiplicity
bin) to theoretical results.

We start doing it by comparing to other models. We do
not include the parton cascade models Hijing, as it has no
flow by design and obviously fails in such a comparison. The
(latest version of the) hydrodynamical model “Epos LHC” [25]
predicts spectra with slopes shown by asterisks: as evident
from Fig 9.(b) it misses the slope by a lot, for the protons
by about factor 2. Even further from the data are the slopes
calculated from the AMPT model [26] (diagonal crosses and
dashed line).

Upper two lines in Fig. 9(b) show our results, corresponding
to two selected values of Tf , 0.12, and 0.17 GeV. The former
is in the ballpark of the kinetic freeze-out used for AA data:
but as Fig. 9(b) shows it overpredicts the radial flow for the
pA case. The second value corresponds to the QCD critical
temperature Tc: it is kind of the upper limit for Tf since it is
hard to imagine freeze-out in the QGP phase. As seen from
the figure, such value produces reasonable amount for the
collective radial flow as observed by the CMS. The same level
of agreement holds not only in the highest multiplicity bin, but
for most of them. We thus conclude that in pA the chemical
and kinetic freeze-out coincide.

Apart from the effective m⊥ slopes T ′ for each multiplicity
bin and particle type, the paper [23] also gives the mean
transverse momenta. Like slopes, they also display that
radial flow in few highest multiplicity pA do exceed that in
central AA. Those data also agree reasonably well with our
calculation.

(a)

dN

dydm2
⊥

(y = 0)

m⊥(GeV )

(b)

m(GeV )

T (GeV )

FIG. 9. (Color online) (a) A sample of spectra calculated for
π, K, p, top-to-bottom, versus m⊥ (GeV), together with fitted
exponents.(b) Comparison of the experimental slopes T ′(m) versus
the particle mass m (GeV). The solid circles are from the highest
multiplicity bin data of Fig. 8, compared to the theoretical predictions.
The solid and dash-dotted lines are our calculations for freeze-
out temperatures Tf = 0.17, 0.12 GeV, respectively. The asterisk-
marked dashed lines are for Epos LHC model, diagonal crosses on
the dashed line are for AMTP model.

(The reader may wander why we do not compare the spectra
themselves. Unfortunately we cannot do it now, neither in
normalization more in shape because of significant “feed-
down” from multiple resonance decays, strongly distorting
the small-pt region. Event generators like HIJING and AMPT
use “afterburner” hadron cascade codes for that.)

B. Higher harmonics

The repeated motive of this paper is that the smaller systems
should have stronger radial flow, as they evolve “longer” (in
proper units, not absolute ones) and the pressure gradient
driving them never disappears. Higher harmonics are not
driven permanently but are instead oscillating, plus damped
by the viscosity. Since the only harmonics in the pA and pp
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In the remaining radial Cooper-Fry integral over the freeze-
out surface one should substitute proper time τ (r) and its
derivative, as well as transverse rapidity κ(τ (r), r), defined
via tanh(κ) = v⊥. The spectra are fitted to exponential form at
large m⊥ [see Fig. 9(a)] and finally in Fig. 9(b) we compare
the slopes T ′ observed by the CMS (in the highest multiplicity
bin) to theoretical results.

We start doing it by comparing to other models. We do
not include the parton cascade models Hijing, as it has no
flow by design and obviously fails in such a comparison. The
(latest version of the) hydrodynamical model “Epos LHC” [25]
predicts spectra with slopes shown by asterisks: as evident
from Fig 9.(b) it misses the slope by a lot, for the protons
by about factor 2. Even further from the data are the slopes
calculated from the AMPT model [26] (diagonal crosses and
dashed line).

Upper two lines in Fig. 9(b) show our results, corresponding
to two selected values of Tf , 0.12, and 0.17 GeV. The former
is in the ballpark of the kinetic freeze-out used for AA data:
but as Fig. 9(b) shows it overpredicts the radial flow for the
pA case. The second value corresponds to the QCD critical
temperature Tc: it is kind of the upper limit for Tf since it is
hard to imagine freeze-out in the QGP phase. As seen from
the figure, such value produces reasonable amount for the
collective radial flow as observed by the CMS. The same level
of agreement holds not only in the highest multiplicity bin, but
for most of them. We thus conclude that in pA the chemical
and kinetic freeze-out coincide.

Apart from the effective m⊥ slopes T ′ for each multiplicity
bin and particle type, the paper [23] also gives the mean
transverse momenta. Like slopes, they also display that
radial flow in few highest multiplicity pA do exceed that in
central AA. Those data also agree reasonably well with our
calculation.
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FIG. 9. (Color online) (a) A sample of spectra calculated for
π, K, p, top-to-bottom, versus m⊥ (GeV), together with fitted
exponents.(b) Comparison of the experimental slopes T ′(m) versus
the particle mass m (GeV). The solid circles are from the highest
multiplicity bin data of Fig. 8, compared to the theoretical predictions.
The solid and dash-dotted lines are our calculations for freeze-
out temperatures Tf = 0.17, 0.12 GeV, respectively. The asterisk-
marked dashed lines are for Epos LHC model, diagonal crosses on
the dashed line are for AMTP model.

(The reader may wander why we do not compare the spectra
themselves. Unfortunately we cannot do it now, neither in
normalization more in shape because of significant “feed-
down” from multiple resonance decays, strongly distorting
the small-pt region. Event generators like HIJING and AMPT
use “afterburner” hadron cascade codes for that.)

B. Higher harmonics

The repeated motive of this paper is that the smaller systems
should have stronger radial flow, as they evolve “longer” (in
proper units, not absolute ones) and the pressure gradient
driving them never disappears. Higher harmonics are not
driven permanently but are instead oscillating, plus damped
by the viscosity. Since the only harmonics in the pA and pp
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Figure 9: Average transverse momentum of identified charged hadrons (pions, kaons, protons;
left panel) and ratios of particle yields (right panel) in the range |y| < 1 as a function of the cor-
rected track multiplicity for |�| < 2.4, for pp collisions (open symbols) at several energies [8],
and for pPb collisions (filled symbols) at

p
sNN = 5.02 TeV. Both hpTi and yield ratios were

computed assuming a Tsallis-Pareto distribution in the unmeasured range. Error bars indicate
the uncorrelated combined uncertainties, while boxes show the uncorrelated systematic uncer-
tainties. For hpTi the fully correlated normalization uncertainty (not shown) is 1.0%. In both
plots, lines are drawn to guide the eye (gray solid – pp 0.9 TeV, gray dotted – pp 2.76 TeV, black
dash-dotted – pp 7 TeV, colored solid – pPb 5.02 TeV). The ranges of hpTi, K/� and p/� values
measured by ALICE in various centrality PbPb collisions (see text) at

p
sNN = 2.76 TeV [33] are

indicated with horizontal bands.

14 5 Results

by ALICE in PbPb collisions at
p

sNN = 2.76 TeV for centralities from peripheral (80–90% of the
inelastic cross-section) to central (0–5%) [27]. These ALICE PbP data cover a much wider range
of Ntracks than is shown in the plot. Although PbPb data are not available at

p
sNN = 5.02 TeV

for comparison, the evolution of event characteristics from RHIC (
p

sNN = 0.2 TeV, [2, 4, 28])
to LHC energies [27] suggests that yield ratios should remain similar, while hpTi values will
increase by about 5% when going from

p
sNN = 2.76 TeV to 5.02 TeV.
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Figure 10: Inverse slope parameters T� from fits of pion, kaon, and proton spectra (both charges)
with a form proportional to pT exp(�mT/T�). Results for a selection of multiplicity classes,
with different Ntracks as indicated, are plotted for pPb data (left) and for MC event generators
AMPT, EPOS LHC, and HIJING (right). The curves are drawn to guide the eye.

For low track multiplicity (Ntracks . 40), pPb collisions behave very similarly to pp collisions,
while at higher multiplicities (Ntracks � 50) the hpTi is lower for pPb than in pp. The first ob-
servation can be explained since low-multiplicity events are peripheral pPb collisions in which
only a few proton-nucleon collisions are present. Events with more particles are indicative
of collisions in which the projectile proton strikes the thick disk of the lead nucleus. Inter-
estingly, the pPb curves (Fig. 9, left panel) can be reasonably approximated by taking the pp
values and multiplying their Ntracks coordinate by a factor of 1.8, for all particle types. In other
words, a pPb collision with a given Ntracks is similar to a pp collision with 0.55 ⇥ Ntracks for
produced charged particles in the |�| < 2.4 range. Both the highest-multiplicity pp and pPb
interactions yield higher hpTi than seen in central PbPb collisions. While in the PbPb case even
the most central collisions possibly contain a mix of soft (lower-hpTi) and hard (higher-hpTi)
nucleon-nucleon interactions, for pp or pPb collisions the most violent interaction or sequence
of interactions are selected.

The transverse momentum spectra could also be successfully fitted with a functional form pro-
portional to pT exp(�mT/T�), where T� is called the inverse slope parameter, motivated by the
success of Boltzmann-type distributions in nucleus-nucleus collisions [29]. In the case of pi-
ons, the fitted range was restricted to mT > 0.4 GeV/c in order to exclude the region where
resonance decays would significantly contribute to the measured spectra. The inverse slope
parameter as a function of hadron mass is shown in Fig. 10, for a selection of event classes,
both for pPb data and for MC event generators (AMPT, EPOS LHC, and HIJING). While the data

FIG. 15: (color online) (From [21].) (a) Average transverse
momentum of identified charged hadrons (pions, kaons, pro-
tons; left panel) and ratios of particle yields (right panel)
in the range |y| < 1 as a function of the corrected track
multiplicity for |⌘| < 2.4, for pp collisions (open symbols)
at several energies, and for pPb collisions (filled symbols) atp

sNN = 5.02 TeV. (b) The slopes of the m? distribution T 0

(in GeV) as a function of the particle mass. The numbers on
the right of the lines give the track multiplicity.

in AA. Another approach used is a comparison of central
pA with peripheral AA of the same multiplicity, or more
or less same number of participants. Similar matter den-
sity is obtained.

(iii) Now we move to the last (and most controversial)
case, of the pp collisions. Needless to say the density
is very low for min.bias events. “High multiplicity” at
which CMS famously discovered the “ridge” starts from
about Nmax

pp > 100 ⇤ 3 (again, 100 is the number of CMS
tracks).

The big question here is: what is the area? Unlike in

the case of central pA, we don’t utilize standard Glauber
and full cross section (maximal impact parameters): we
address now a fluctuation which has small probability.
In fact, nobody knows the answer to that. Based on the
profile of pp elastic scattering (to be discussed in section
??) I think it should correspond to impact parameter b
in the black disc regime. If so ⇡b2

b.d. ⇠ 1/2 fm2 and

nmax
pp ⇡ Nmax

pp

⇡b2

b.d.

⇠ 600 fm�2 (26)

Other evidences about glue distribution in a proton
comes from HERA di↵ractive production, especially of
J/ : they also suggest a r.m.s. radius of only 0.3 fm,
less than a half of electromagnetic radius.

Let us summarize those (naive) estimates: in terms of
the initial entropy density one expects the following order
of the densities

dNpA
maximal

dA?
⇠ dNAA

peripheral

dA?
⌧ dNAA

central

dA?
⌧ dNpp

maximal

dA?
(27)

and may thus expect that the radial flow follows the same
pattern. The data however show it is not the case.

D. Shape fluctuations in central pA and peripheral
AA

Scaling relation between central pA and peripheral AA
has been proposed and tested by Basar and Teaney [13].
Step one of their paper has been prompted by the fact,
noticed in the CMS paper already: at the same multiplic-
ity, v

3

in both cases are basically the same. Some people
suggested new theories (and even paradigms) based on
this fact: but in fact it is hardly surprising, since equal
multiplicity means equal number of fluctuating partici-
pant nucleons. So, the first thing Basar and Teaney did
was to remove the geometrical contribution to peripheral
AA, and found that the remaining fluctuation-driven part
of v

2

is also perfectly the same, see Fig.21.
Their second proposal is that the pt dependence of (the

fluctuating part) of the vn has an universal shape, and
AA and pA data are only di↵erent by a scale of mean pt

vpA
n (pt) = vpA

n (
pt


) (28)

where the the conformal scaling factor

 =
< pT >pPb

< pT >PbPb
⇡ 1.25 (29)

is due to di↵erence in the radial flow. This relation also
works well.

two possible e↵ects, as the multiplicity grows:
(i) an increases the initial temperature Ti. Since the final
one is fixed by hadronization near the phase transition
Tf ⇡ Tc, the contrast between them gets larger and hydro
flow increases;
(ii) the initial size of the fireball decreases, increasing
the initial temperature Ti even further.
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E. The “radial flow puzzle” for central pA

The simplest consequence of the radial flow is growth
of the mean transverse momentum. CMS data on those
are shown in Fig.15(a). While pp and pA data are shown
by points, versus the multiplicity, the AA ones (from AL-
ICE) are shown by shaded areas: the central ones corre-
spond to its upper edge. While one may argue for other
mechanisms of the meant pt growth – e.g. rescattering or
larger saturation momentum Qs in glasma at higher mul-
tiplicity – those explanations fail to explain why protons
get it much larger than the pions.

More generally, the experimental signatures of the ra-
dial flow are based on the observation that collective
flow manifests itself di↵erently for secondaries of di↵er-
ent mass. While (near) massless pions have exponential
spectra hardly a↵ected by the flow, massive particles have
spectra of modified shape. Eventually, for very heavy
particles (not really reached in reality) the thermal mo-
tion should become negligible and their momenta be just
mv where v is the velocity of the flow, the distribution
over which has a characteristic peak at the fireball edge.

More specific measure used since [73] looks at the so
called “violation of the m? scaling”. The so called m?
slopes T 0 defined by the exponential form (above certain
pt)

dN

dydp2

?
=

dN

dydm2

?
⇠ exp(�m?

T 0 ) (30)

are the best indicators of the radial flow. A sample of
such slopes for pA collisions recently measured by CMS
is shown in Fig.15 (similar data from ALICE but for
smaller multiplcities are also available, see Fig.50). The
min.bias pp,pA show the same T 0 for all secondaries: thus
no flow. Small multiplicity bins (marked by 8 and 32 at
the bottom-right) are the ones in which the m? scaling
holds. This behavior is natural for independent string
fragmentation, rescattering or glasma.

Flow manifests itself di↵erently. For pions T 0 is simply
the freezeout temperature, blue-shifted by the exponent
of the transverse flow rapidity

T 0 = Tfe (31)

For more massive particles – kaons, protons, lambdas,
deuterons etc – the slopes are mass-dependent . As seen
from Fig.15(b), they are growing approximately linearly
with the mass, and the e↵ect gets more pronounced with
multiplicity. This is a new regime not seen before in pA,
signature of the collective flow.

Furthermore, the highest multiplicity pA do have
slopes even exceeding those in central PbPb LHC col-
lisions, the previous record-holding on the radial flow.
(It has been predicted to happen few months before ex-
periment : see version v1 of this paper [64].)

This gives rise to what we call the “radial flow puzzle”.
Indeed, naive estimates of densities in the previous sub-
section may suggest that explosion in highest multiplicity
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FIG. 16: (color online) The freezeout surface in universal di-
mensionless time t and radial distance r coordinates. (Blue)
thick solid line in the middle corresponds to central AA
(PbPb) collisions, (red) thick solid line on the top to the
highest multiplicity pp . Two (black) thin ones correspond
to central p Pb case, before and after collapse compression,
marked pAi, pAf respectively. The arrow connecting them
indicates the e↵ect of multi string collapse.

pA case should still be weaker than in AA. Indeed, both
the system is smaller and the initial entropy density seem
to be smaller as well. Yet the data show the opposite: the
observed radial flow strength follows a di↵erent pattern

yAA,central
? < ypA,central

? < ypp,highest
? (32)

Hydrodynamics is basically a bridge, between the ini-
tial and the final properties of the system. For the pur-
pose at hand – to see how its result depend on the size
of the system – it is convenient to follow the paper of
Zahed and myself [64]. The radial flow is discussed using
Gubser’s solution [44]. The setting is in the standard rel-
ativistic coordinate sets, the proper time -spatial rapidity
- transverse radius - azimuthal angle (⌧̄ , ⌘, r̄,�) with the
metric

ds2 = �d⌧̄2 + ⌧̄2d⌘2 + dr̄2 + r̄2d�2, (33)

One single solution describes all cases considered: we
will proceed from the dimensional variables ⌧̄ , r̄ with the
barto dimensionless variables

t = q⌧̄ , r = qr̄ (34)

using rescaling by a single parameter q with dimension
of the inverse length. In such variables there is a single
solution of ideal relativistic hydrodynamics, which for the
transverse velocity and the energy density reads

v?(t, r) = tanh(y?) =
2tr

1 + t2 + r2

(35)



the simplest multi-string 
state: the spaghetti

N(strings)=2N(Pomerons) 

2NP

in small multiplicity bins strings are broken  independently (the Lund 
model),

but one should obviously think about their interaction if their number 
grows



string interaction via 
sigma meson exchange
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Radial flow is characterized by the dependence on
the particle mass M (for identified secondaries ⇡,K, p,⇤
etc) of either (i) their mean hp?(M)i or (ii) the of M?
distribution slope T

eft

(M), see e.g. [? ]. The data do
not show such dependence for the lower multiplicities (8
and 32) but the e↵ect clearly is there for higher ones (84
to 235).

Elliptic flow is in those cases measured also in two
ways, either by the two-particle or four-particle correla-
tion parameters known as v2{2} and v2{4} [? ]. The
latter for pA is multiplicity independent above N

tr

> 80,
but rapidly drops below it. This is perhaps the best in-
dicator for the onset of explosive regime we so far have.
For AA data for N

tr

< 80 are too uncertain to see any
trends there.

(The careful reader may notice that this value coin-
cides with the small peak of the multiplicity distribution
shown in Fig. 1 and dividing the miltiplicity distribution
into two parts, the geometry dominated and the high
multiplicity tail. This must be a coincidence, since it is
specific to the size of Pb nuclei used: the 16 wounded
nucleons is the mean value for a proton going along its
diameter.)

III. COLLECTIVE STRING INTERACTIONS

Stretching of these strings longitudinally creates what
we would call “the spaghetti stage”.

A. Interaction in multi-string systems

One Pomeron - 2 strings so N
p

= 20 event corresponds
to N

s

= 40 strings.
In order to study interaction, we need to know how far

from each other they are and how thick is the string
The typical impact parameter in a collision at LHC

energies is

b̄ ⇠
r

�
in

⇡
⇡ 1.5 fm (6)

while the string radius is rather small, e.g. according to
lattice studies [? ] r

s

⇡ .15 fm, an order of magnitude
lower. The fraction of the volume occupied by N

s

strings
in a cylinder is thus

N
s

⇣r
s

b̄

⌘2
⇠ 10�2N

s

(7)

For a “minimally biased” (typical) pA collisions, with
just few strings, it is a rather dilute system: so the inde-
pendence of string fragmentation – assumed by the Lund
model and its descendants – seems reasonable. But for
N

p

= 40 or more, this assumption should obviously be
questioned and revisited.

The system of strings, once produced by color ex-
changes as the target and projectile pass each other at

t ⇡ 0, is then stretched between their remnants, with ra-
pidities +Y and �Y where Y is related to NN center of
mass energy. An the generic rapidity �Y < y < Y (not
too close to each end) one can view the set of strings
as approximately parallel and directed along the beam
direction.
Interaction between the QCD strings was the subject

of our previous paper [8], to which we refer the reader for
motivations and the details. Following it, we will assume
it to be mediated by the lightest scalar �. For one string
the sigma “cloud” has the form

h�(r?)W i
hW ih�i = 1� CK0(m�

r̃?) (8)

where K0 is the Bessel function and the “regulated”
transverse distance is

r̃? =
q

r2? + s2
string

(9)

which smoothens the 2d Coulomb singularity ⇠ ln(r?) at
small r. The parameters values are consistent with the
string width.
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FIG. 2. (Color online). Points are lattice data from [12], the
curve is expression (8) with C = 0.26, s

string

= 0.176 fm.

Lattice simulations such as [12] have found vacuum
modifications due to presence of a QCD string. We
argued [8] that those data can be well described by a
“sigma cloud”. In Fig. 2 one can see our two-parameter
fit to those data (The sigma mass here was taken to be
m

�

= 600MeV as an imput, and not fitted/modified.)
The problem is thus reduced to the set of 2-dimensional

point particles with the interaction 2d Yukawa interac-
tion.
The main parameter of the string-string interaction is

thus numerically small

g
N

�
T

⌧ 1 (10)

typically in the range 10�1 � 10�2. So it is correctly
neglected in the situations – for which the Lund model
has been originally invented – in which only O(1) strings
are created. It is only comes into play when the number
of strings is so large, that this smallness can be overcome.
Instantaneous e↵ects first The magnitude of the quark

condensate � = hq̄qi at the string location is only 0.8
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our fit uses 
the sigma mass 

600 MeV

So the sigma cloud around a string is there!
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early stages of high multiplicity pA collisions
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We study early stages of “central” pA and peripheral AA collisions. Several observables indicate
that at the su�ciently large number of participant nucleons the system undergoes transition into a
new “explosive” regime. By defining a string-string interaction and performing molecular dynam-
ics simulation, we argue that one should expect a strong collective implosion of the multi-string
“spaghetti” state, creating significant compression of the system in the transverse plane. Another
consequence is collectivization of the “sigma clouds” of all strings into collective chorally symmetric
fireball. We find that those e↵ects happen provided the number of strings N

s

> 30 or so, as only
such number compensates small sigma-string coupling. Those finding should help to understand
subsequent explosive behavior, observed for particle multiplicities roughly corresponding to this
number of strings.

I. INTRODUCTION

A. The evolving views on the high energy collisions

Before we got into discussion of high multiplicity pA

collisions, let us start by briefly reviewing the current
views on the two extremes: the AA and the minimum
bias pp collisions.

The “not-too-peripheral” AA we will define as those
which have the number of participant nucleons N

p

> 40,
and the corresponding multiplicity of the order of few
hundreds. (Peripheral AA, complementary to this def-
inition, we will discuss in this paper, below in sec-
tion IVB.) Central AA collisions produce many thou-
sands of secondaries: the corresponding fireball has the
energy/entropy density well inside the QGP domain, and
those were naturally in the focus of the RHIC and LHC
heavy ion programs. Needless to say, the theory guid-
ance and those experiments resulted in widely known
conclusions about strongly coupled dynamics of QGP.
In particular, its collective flows were found to follow the
hydrodynamical predictions with a remarkable accuracy.

(Hydrodynamical modeling typically starts at the
proper time ⌧

i

⇠ 1/2 fm, and the EOS used is that of
the fully equilibrated matter known from lattice simula-
tions. The description of matter at earlier stages and the
exact mechanism/degree of actual thermal equilibration
is still a developing and hotly debated subject which we
will not address in this work.)

AdS/CFT correspondence has provided dual descrip-
tion to strongly interacting systems. In its vocabulary,
thermal fireballs of deconfined matter are dual to certain
5-dimensional black holes, and its hydrodynamical ex-
pansion corresponds to departure of this black hole from
the space boundary (where the gauge theory is located).
Attractively interacting and collapsing system of QCD
strings we will discuss should be viewed as a QCD ana-
log to formation of the AdS/CFT black hole formation.

The opposite extreme is represented by the typical

FIG. 1: The upper plot reminds the basic mechanism of
two string production, resulting from color reconnection. The
lower plot is a sketch of the simplest multi-string state, pro-
duced in pA collisions or very peripheral AA collisions, known
as “spaghetti”.

(minimum bias) pp collisions. Its Pomeron description
at large impact parameter b = 1�2 fm is naturally given
in terms of a double string production, see upper plot of
Fig. 1. Color reconnection (described perturbatively or
by a “tube” string diagram) leads to a pair of longitu-
dinally stretched strings, with subsequent breaking into
several pieces – hadronic clusters, which finally decay into
few final secondaries, as implemented in e.g. the Lund
model event generators, which do quite a good job in re-
producing these phenomena. The density of a produced
excitation is low, it takes place in the confining QCD vac-
uum: thus the string description. The Pomeron profile,
in particular, was historically the origin of the so-called
↵

0(t = 0) parameter, related to the string tension, which
defines the “string scale” both in QCD and fundamental
string theory.

(If collisions are “hard”, with momentum transfer
Q � 1 GeV, they resolve nucleons and Pomerons to
their partonic substructure. Perturbative description of
the Pomeron is well developed. At a very high density
perturbative theory breaks down and may lead to the
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Reminder: sigma-related attraction holds together atomic nuclei 
nucleons resist compression, but strings do not



2d spaghetti collapse

6

Peripheral AA are modeled in the standard Glauber
way, except that we take the number of participants being
in exactly the same bins, namely N

p

= 5, 10, 15, 20, 25,
for comparison.

B. Time evolution

Basically strings can be viewed as a 2-d gas of particles
with unit mass and forces between them are given by the
derivative of the energy (8) , and so

~̈r
i

= ~f
ij

=
~r
ij

r̃
ij

(g
N

�
T

)m
�

2K1(m�

r̃
ij

) (19)

with ~r
ij

= ~r
j

� ~r
i

and “regularized” r̃ (9).
We have used a classical molecular dynamics code

based on CERN library FORTRAN double precision
solver DDEQMR and this force to follow the particle evo-
lution in the transverse plane. In Figs. 4 and 6 we show
an example of one particular configuration with N

s

= 40.
In order to study longer time evolution, we took a some-
what larger coupling ???. As seen from Fig. 4 the con-
servation of the (dimensionless) total energy

E
tot

=
X

i

v2
i

2
� 2g

N

�
T

X

i>j

K0(m�

r
ij

) (20)

is indeed observed: its accuracy is about 10�4. Even
higher accuracy is observed for the total momentum
(which remains zero).

The evolution consists of two qualitatively distinct
parts: (i) early implosion, which converts potential en-
ergy into the kinetic one, which has its peak when frac-
tion of the particles “gravitationally collapse” into a
tight cluster; and (ii) subsequent approach to a “mini-
galaxy” in virial quasi-equilibrium. To illustrate better
the first stage of the motion we made a number of movies:
three first screenshots for this configurations are shown
in Fig. 6. Running multiple files we occasionally see more
complicated scenarios realized, e.g. two “mini-galaxies”
departing from each other.

One can see that the total kinetic energy approaches
over time some mean value, which of course should be
related to the “virial’ value

2hE
kin

i =
*
X

i

~r
i

@U

@~r
i

+
(21)

as time goes to infinity. (It is standard outcome of molec-
ular dynamics studies, e.g. stars in Galaxies have similar
quasi-equilibrium.).

The simulations for peripheral AA have a particular
feature. As exemplified in Fig. 5, the initial strong defor-
mation of the system – its y-direction size is much larger

than that in x-direction, the collapse goes in two stages.
First one finds rapid 1d collapse along the x axes, supple-
mented by much more slower collapse along y direction.
If the simulation runs long enough, the resulting cluster
becomes of course isotropic.

C. Results

We generated similar time evolutions for an ensembles
of randomly generated initial conditions. Out of many
possible observables we selected the following one : Lo-
cal density in the generated clusters ✏

max

defined by the
following procedure. Step one, resembling early searches
for the location of the black hole in our Galaxy center,
is the location of most rapidly moving particle. After it
is found, its position is taken as a cluster center, and
the number of particles inside the circle of fixed radius
r0 = 0.3 fm is used to calculate the maximal 2d density
n
max

The results are converted to maximal energy den-
sity of a run by

✏
max

= �
T

n
max

(22)

and averaged over the runs.
Systematic results were organized as follows. We have

sets of 10 runs for each set of parameters, the string
number N

s

= 10, 20, 30, 40, 50, the coupling constants
g
N

�
T

= 0.01, 0.02, 0.03, 0.05, 0.08, 0.10, 0.20 and two dif-
ferent initializations, corresponding to central pA or pe-
ripheral AA.

The output is shown in Fig. 6 as the maximal energy
density reached (during the proper time ⌧ < 2 fm/c. The
main result is that the implosion of the system produces
values which are significantly higher than at the initial
time ⌧ = 0, namely ✏0 = 2 to 9 GeV/fm3 for those sets.

While the rate of the evolution depends on the strength
of the coupling, the maximal energy density reached is
much less sensitive to it. As one can see from it, for
small number of strings ⇠ 10 there is no dependence on
the coupling, in the range selected: those are too small to
create any e↵ect. However as N

s

> 30 the coupling be-
comes important: it increases the density by a significant
factor, reaching values as large as ✏

max

⇠ 80 GeV/fm3.
As such high energy density is being reached, the string

description of the system can no longer be maintained.
As the kinetic energy dissipates into multiple strings
states, they become highly excited. The equilibrium fully
equilibrated into the sQGP, the temperature would be
about T

i

⇠ 500MeV ⇠ 3T
c

, enough to generate very
robust hydro explosion.

D. Elliptic deformations

V. SUMMARY

6
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main result is that the implosion of the system produces
values which are significantly higher than at the initial
time ⌧ = 0, namely ✏0 = 2 to 9 GeV/fm3 for those sets.

While the rate of the evolution depends on the strength
of the coupling, the maximal energy density reached is
much less sensitive to it. As one can see from it, for
small number of strings ⇠ 10 there is no dependence on
the coupling, in the range selected: those are too small to
create any e↵ect. However as N

s

> 30 the coupling be-
comes important: it increases the density by a significant
factor, reaching values as large as ✏

max

⇠ 80 GeV/fm3.
As such high energy density is being reached, the string

description of the system can no longer be maintained.
As the kinetic energy dissipates into multiple strings
states, they become highly excited. The equilibrium fully
equilibrated into the sQGP, the temperature would be
about T

i

⇠ 500MeV ⇠ 3T
c

, enough to generate very
robust hydro explosion.

D. Elliptic deformations
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FIG. 3. (Color online) Example of changing transverse po-
sitions of the 50 string set: three pictures correspond to one
initial configuration evolved to time ⌧ = 0.1, 0.5, 1, 1.5 fm.
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FIG. 4. (Color online) The (dimensionless) kinetic and po-
tential energy of the system (upper and lower curves) for the
same example as shown in Fig. 6, as a function of time t(fm).
The horizontal line with dots is their sum, namely E

tot

, which
is conserved.
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FIG. 5. (Color online) Example of peripheral AA collisions,
with b = 11 fm and the 50 string set. Four snapshots of the
string transverse positions x, y(fm) correspond to times ⌧ =
0.1, 0.5, 1., 2. fm.



the penetrating probes of 
the Little Bang

• quarks and gluons have small mean free path, but 
photons/dileptons have little re-scattering: thus 
they can bring us an information about the whole 
evolution, not just at the freezeout   (ES,1978) 

3

PRELIMINARY DISCUSSION OF
SOUND-TO-GW TRANSITION

For comparison, let us start with the Little Bang –
heavy ion collisions. As one of us suggested many years
ago [], production of penetrating probes – photons and
dileptons – not only provide a look inside the quark-gluon
plasma, but are even somewhat enhanced. The rate of
e.g. photon production is due to strong Compton and
annihilation qg ! q�, q̄g ! q̄�, q̄q ! g� is

dN�/d4x ⇠ ↵↵sT
4 (4)

and thus their accumulated density normalized to the
entropy density of matter sQGP ⇠ T 3 is of the order of

R
dtdN�/d4x

sQGP
⇠ ↵↵s(tlife T ) (5)

where tlife is the fireball lifetime. Small QED and QCD
coupling constants in front are thus partly compensated
by large (tlife T ) � 1, called “macro-to-micro ratio”,
which will repeatedly appear below. This factor repre-
sents long accumulation time of the photon production,
and it is about an order of magnitude in heavy ion colli-
sions.

Similar logics holds for gravitational radiation from
matter constituents. The characteristic micro scale of
the plasma is its temperature T . At the thermal (the
high-frequency) end of frequencies ! ⇠ T one finds that
the fraction of GW radiation to the total energy density
T 00 ⇠ NDOF T 4 is five by a similar expression

⌦GW ⇠
✓

T

MP

◆2

(tlife T ) (6)

in which the first factor is the corresponding e↵ective
gravitational coupling, which is very small since T/MP ⇠
10�19 . The macro-to-micro factor is large enhancement
factor, which can be readily obtained from (2) and it in
fact contains the inverse of the ratio just mentioned, so

t T ⇠ MP

T
· 1

N
1/2
DOF

⇠ 1018 (7)

Since the same ration in coupling factor appears squared,
and thus gravitational radiation from plasma particles is
very small.

While matter is mostly made of various partons, it also
contains large wavelength collective modes, the hydrody-
namical sounds. Thermal occupations of plasma partons
are nk = O(1), but for sounds, even in equilibrium, their
occupation factors for small frequencies are much large
nk ⇠ T/! � 1. The frequency is limited from below by
the infrared cuto↵ of the process ! > 1/tlife . At this
IR end of the spectrum the occupation factors reach the
same magnitude (7) just estimated above. Furthermore,

collision rates of two sounds is enhanced quadratically.
On the other hand, the small coupling factor contains
not T but the energy of the wave ! and so we get the
following estimate for GW

⌦GW ⇠
✓

!

MP

◆2

n2
!

1
NDOF

(tlife !) (8)

Note that for the equilibrium level of the sound corre-
sponds to n! ⇡ T/! and in this case the frequency can-
cels out in the first two factors. Yet it still appears in the
last “lifetime” factor: so the maximal radiation comes
from the highest end of the collective mode, perhaps at
! ⇠ T . At this end radiation from sounds is similar to
that from partons, suppressed by the additional factor
1/NDOF . In summary, going from equilibrium patrons
to equilibrium sounds is not increasing the yield of GW.

However, out-of-equilibrium phenomena may produce
sounds with much larger amplitudes. We will argue below
that inverse turbulent cascade of sounds can generate
occupation number of the power form

n! = nUV

✓
T

!

◆s

(9)

with certain index s, in two subsequent regimes, weak
and strong turbulence. So, although at the ultraviolet
(UV) root of the cascade ! ⇠ T it starts with very small
value nUV , the spectrum grows toward the inferred (IR)
by a power of large macro-to-micro ratio (7).

A very special case is when the index s = 2: then
the estimated GR yield (8) has the power 4 of the en-
hancement factor, canceling the largest parameter in the
problem – the Planck mass. If so, the suppression is only
due to the UV level of the sound and 1/N2

DOF ⇠ 10�4.
In general, there should be a peak at some scale, and

sound in tensity will decrease toward IR after it, and this
structure (squared) will be repeated in the GW spectrum.
The integrated energy is of course limited by the initial
energy deposition into sound. Even in the strongest pos-
sible first order transition, with latent heat of the order
of the total energy ⇠ NDOF T 4

c , it is a small fraction of
the energy. (The GW yield should of course not exceed
the level already excluded experimentally.)

Summarising this section: only strongly enhanced out-
of-equilibrium sounds may potentially produce observ-
able level of GW. The issue is reduced to reliably estimate
the sound level or sound. To illustrate that this task is
highly non-trivial we note that the loudest sounds on
Earth have nothing to do with equilibrium atmosphere
but with the thunderstorms, earthquakes or sea waves
falling ashore.

ACOUSTIC TURBULENCE

So far we just discussed the sound ensemble as given,
with some occupation numbers nk: now we discuss how

If one puts QGP 
in a can 

for a long time
a lot of photons 
can be produced



Gravity waves are the only 
penetrating probes of the Big Bang
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c , it is a small fraction of
the energy. (The GW yield should of course not exceed
the level already excluded experimentally.)

Summarising this section: only strongly enhanced out-
of-equilibrium sounds may potentially produce observ-
able level of GW. The issue is reduced to reliably estimate
the sound level or sound. To illustrate that this task is
highly non-trivial we note that the loudest sounds on
Earth have nothing to do with equilibrium atmosphere
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from Friedmann eqns 
for radiation-dominated era

macro-to-micro factor is very large,
 but it cannot cancel smallness of the coupling:

perhaps some enhancement mechanism 
of GW generation can be invented, 

to make it detectable…

UVIR



Are the GW from the QCD phase 
transition era observable? How? 

time 4 10^-5 s 
redshift z =7.6*(10^11). 3*10^7s=1 year

so it cannot be observed by conventional 
 GW detectors such as LEGO or space-based eLISA 

since they have completely different frequencies
But GW in this frequency range can 

be observed by monitoring pulsar phases.
GR effectively are seen as stochastic change of the 

distance to pulsars. There are three ongoing experiments 

European Pulsar Timing Array
Parkes Pulsar Timing Array 

 North American Nanohertz Observatory for Gravitational Waves.

⌦GW h2
100 < 10�9 early in BB < 10^-5 

http://en.wikipedia.org/wiki/Parkes_Pulsar_Timing_Array
http://en.wikipedia.org/wiki/North_American_Nanohertz_Observatory_for_Gravitational_Waves
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the idea of the pulsar 
method: angular correlations

observer correlates phase  
timing of all known millisec pulsar pairs

✓

there about 200 
millisecond pulsars 

discovered 
(2013 was a record year) 

30000 in Galaxy estimated

R1

R2

If Earth is in GW 
and say R1 slightly 
increases, then R2 

at 90 degrees decreases
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when GW falls 
normal to the page



1st order cosmological transition, bubble coalescence, 
gravity waves: Witten PRD 30, 272 (1984) 

Hogan Mon.Not.Roy.Astron.Soc 218, 629 (1986) 

Numerical studies of the 1st order (?) electroweak ph.tr. 
hydro+Higgs, bubbles collide and disappear but the 

GW production rate stays the same long after! 
Hindmarsh,	  Huber,	  Rummukainen,	  Weir	  (2013)
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our point: a single sound circle does not work
but two colliding sound waves - at certain angle - 

 produce  GW with a simple calculable rate

bubbles => sound circles

last year paper  
which triggered our work

http://ph.tr


Evolu'on+of+power+spectra+

•  Velocity+power+spectrum:+
–  Peaked+at+wavenumber+
corresponding+to+mean+
bubble+separa'on++

–  Mostly+compressional+(grey)+
–  Small+rota'onal+component+
(black)+
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Although these authors 
discussed EW transition, 

the sound cascade 
should be universal 

spectral power of  
the velocity fluctuations from hydro 

grey -sounds, black -rotational modes 
curves from bottom up - time

Unfortunately  the simulation is 
only at scales close to UV or 

sound production scale 
if one still evaluate index of nk 

what happens next?
here is our main idea: 

acoustic inverse cascade



Gravity Waves generated by Sounds from Big Bang Phase Transitions
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Inhomogeneities associated with the cosmological QCD and electroweak phase transitions produce
hydrodynamical perturbations, longitudinal sounds and rotations. It has been demonstrated by
Hindmarsh et al. [1] that the sounds produce gravity waves (GW) well after the phase transition is
over. We further argue, that, under certain conditions, an inverse acoustic cascade may occur and
move sound perturbations from the (UV) momentum scale at which the sound is originally produced
to much smaller (IR) momenta. Weak turbulence regime of this cascade is studied via Boltzmann
equation, possessing stationary power and time-dependent self-similar solutions. We suggest certain
indices for strong turbulence regime as well, into which the cascade eventually proceeds. Finally,
we point out that two on shell sound waves can produce one on-shell gravity wave, and evaluate the
rate of the process using standard sound loop diagram.

I. INTRODUCTION

We think that our Universe has been “boiling” at its
early stages at least three times: at the initial equi-
libration, when entropy was produced, at electroweak
and QCD phase transitions. On general grounds, these
should have produced certain out-of-equilibrium e↵ects.
It remains a great challenge to all of us to find a way
to observe their consequences experimentally, or at least
evaluate their magnitude theoretically.

Thirty years ago, in a very influential paper Witten
[3] discussed the bubble dynamics, assuming that cosmic
QCD phase transition is of the first order. Among other
things, he pointed out that bubble coalescence/collisions
produce inhomogeneities of the energy density, which
lead to the gravity waves (GW) production. These ideas
were soon further developed by Hogan [4] who identified
relevant frequencies and provided the first estimates of
the radiation intensity.

Hogan also was the first to mention the subject of this
work – generation of the GW from the sound. Unfortu-
nately, this idea was dormant for a very long time, being
recently revived by Hindmarsh et al. [1], who found the
hydrodynamic sound waves to be the dominant source
of the GW (see also a later work [2]). This paper had
triggered our interest to the subject. Hindmarsh et al.,
however, were performing numerical simulations of (vari-
ant of) the electroweak (EW) phase transition, in the
traditional first order transition setting. It makes clear
that previous calculations of the GW yield – such as, e.g.,
[5] for the QCD transition – need to be strongly modi-
fied, including the dynamics of the sound waves. We will
return to discussion of [1] in Section IVD.

Our paper refers to both QCD and EW transitions,
with emphasis on the former case, both because of favor-
able observational prospects and our background. The
main point of our paper is that, given a huge dynami-
cal range of the problem, it is clearly impossible to cover
it in a single numerical setting. We suggest to split the
problem into distinct stages, each with its own physics,
scales and technique. We will list them starting from

the UV end of the spectrum, with momenta of the or-
der of ambient temperature k ⇠ Tc and ending at the IR
end of the spectrum, k ⇠ 1/tlife, limited by the cosmo-
logical horizon (inverse to the Universe lifetime) at the
radiation-dominated era:

(i) production of sounds from inhomogeneities,
(ii) inverse acoustic cascade, focusing the sound waves

population toward small momenta
(iii) the final conversion of sounds into GW

The stage (i) remains highly nontrivial, associated with
the dynamical details of the QCD and EW phase transi-
tion. We will not be able to provide definite predictions
on it at this point, and only make some comments on
current status of the problem in Section VI.
The stage (ii) will be our main focus. It is in fact

amenable to perturbative studies of the acoustic inverse
cascade, consisting of sound decay/scattering events.
Those are governed by the Boltzmann equation which
has been already studied in literature on acoustic tur-
bulence to certain extent. The stationary attractor so-
lutions – known as Kolmogorov-Zakharov spectra – can
be identified, as well as some time-dependent self-similar
solution describing a spectrum profile moving across the
dynamical range. Application of this theory allows to see
how small-amplitude sounds at the UV get self-focused at
small k, tremendously amplifying the momentum density
nk there.
The final step (iii) can be treated directly via a stan-

dard on-shell process for the sound+sound ! GW tran-
sition, to be calculated in Section V via a sound loop di-
agram. Since it is proportional to squared density (nk)2,
it can be amplified by inverse acoustic cascade by a huge
factor.
Let us note that the studies of the QCD phase tran-

sition region, from the confined (or hadronic) phase to
the deconfined Quark-Gluon Plasma (QGP) now consti-
tute the mainstream of the heavy-ion physics. Experi-
ments, done mostly at the RHIC in Brookhaven and now
at CERN LHC, revealed that the matter above and near
the phase transition seems to be a nearly perfect liquid
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Gravity Waves generated by Sounds from Big Bang Phase Transitions
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Inhomogeneities associated with the cosmological QCD and electroweak phase transitions produce
hydrodynamical perturbations, longitudinal sounds and rotations. It has been demonstrated by
Hindmarsh et al. [1] that the sounds produce gravity waves (GW) well after the phase transition is
over. We further argue, that, under certain conditions, an inverse acoustic cascade may occur and
move sound perturbations from the (UV) momentum scale at which the sound is originally produced
to much smaller (IR) momenta. Weak turbulence regime of this cascade is studied via Boltzmann
equation, possessing stationary power and time-dependent self-similar solutions. We suggest certain
indices for strong turbulence regime as well, into which the cascade eventually proceeds. Finally,
we point out that two on shell sound waves can produce one on-shell gravity wave, and evaluate the
rate of the process using standard sound loop diagram.

I. INTRODUCTION

We think that our Universe has been “boiling” at its
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with emphasis on the former case, both because of favor-
able observational prospects and our background. The
main point of our paper is that, given a huge dynami-
cal range of the problem, it is clearly impossible to cover
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the UV end of the spectrum, with momenta of the or-
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acoustic inverse cascade:
self-focusing into small k

4

at the IR end of the dynamical range. To illustrate how
highly non-trivial it is, we recall that the loudest sounds
on Earth have nothing to do with the equilibrium condi-
tions, but with the thunderstorms or earthquakes.

IV. ACOUSTIC TURBULENCE

The idea of turbulence, either driven or free, started
from hydrodynamics of fluids. Kolmogorov proposed the
famous stationary power solutions. For the weak turbu-
lence, governed by the Boltzmann equation, such solu-
tions were developed by Vladimir Zakharov and collabo-
rators to many di↵erent problems, summarized in a book
[21]. A turbulent cascade in cosmology was suggested to
appear after the pre-heating stage of inflation [22]: that
was for a scalar field with quartic self-interaction. How-
ever, that cascade is direct, propagating into UV, towards
the large momenta k. Consideration of inverse cascade
to IR, similar to our case, was done for scalar theories
[23] as well as recently for gluons, see e.g. [25]. The
inverse acoustic cascade in strong turbulence regime, to
our knowledge, was never discussed before.

A. Scenario 1: binary decays allowed

The key feature of our theory are nonlinear corrections
to the sound dispersion law. We will use notations

Re!k = csk + �! (10)

and assume that

�! = Ak3 +O(k5) . (11)

The sign of constant A would lead to physically di↵erent
scenarios due to di↵erent sound cascades. Although the
coe�cient A is not known for the sound near the QCD
or EW phase transitions, it was derived for a strongly
coupled plasma of the N=4 super-Yang-Mills theory,
through the AdS/CFT correspondence. It is widely be-
lieved that those should be similar, at least qualitatively.
Not going into details, the known terms in the sound
dispersion curve, up to O(k6) accuracy, are [6]
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where k̃ ⌘ k/(2⇡T ). The crucial observation is that the
O(k2) correction in the first bracket of (12) has a positive
coe�cient. This allows for three-wave 1 $ 2 transitions
between the sounds, in particular, a decay of a harder
phonon into two softer ones. Although this is in principle
known, for completeness let us remind the kinematics of
this process.

The momentum conservation ~k = ~k1 + ~k2 allows to
introduce a parameter x 2 [0, 1] and a vector ~q? such that
~k1,~k2 will have longitudinal components along ~k denoted

by ~kk1 = ~k · x, ~kk2 = ~k · (1 � x) and the transverse ones
~k?1,2 = ±~q?, where plus (minus) are for ~k1 (~k2). The
energy conservation,

!(k) = !(k1) + !(k2) , (13)

can be simplified using the fact that the dispersive cor-
rection is small in the range we are interested in,

p
Ak ⌧ 1 . (14)

Realizing that the transverse momentum is proportional
to it and thus it is also small, one may simplify energy
conservation further. The resulting value of the trans-
verse momentum, for a given value of longitudinal mo-
mentum fraction x, is

q?
k

= (
p
Ak)

p
6x(1� x) . (15)

One can further argue that, due to the Goldstone nature
of sounds, their interaction matrix element at small mo-
menta (IR) must be proportional to the product of all
momenta,

| V (k, k1, k2) |2IR= b · k · k1 · k2 , (16)

where b is a constant. Dynamical and even dimensional
arguments [21] confirm this result.
Having in mind this matrix element, the phase space

of the decay, one can write down a kinetic equation in-
cluding all 1 $ 2 transitions. The details can be found
in Ref. [21]. Let us present here only the final form of the
Boltzmann equation with the assumption of the isotropy
of spectra and the angle integrations performed,

1
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@nk
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= (17)

Z k
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dk1k
2
1(k � k1)

2[nk1nk�k1 � nk(nk1 + nk�k1)]

� 2

Z 1

k

dk1k
2
1(k � k1)

2[nknk1�k � nk1(nk + nk1�k)] .

In spite of relatively complicated form of the equation, it
has simple stationary power solutions, generally known
as Zakharov’s spectra [21],

nk ⇠ k�s, sdecay = 9/2 . (18)

This power solution is in fact a stable “attractor” solu-
tion. Numerical simulations, starting from a variety of
out-of-equilibrium distributions, have been shown to ap-
proach this spectrum rather rapidly, again see Ref. [21].
Unfortunately, the sign of the flux associated with this

cascade is such that it develops in UV direction, making
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cascade is such that it develops in UV direction, making

If A>0 then 1->2 decay possible,  
then direct cascade (to large k)

If A<0 then 2<->2  
and inverse cascade
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it irrelevant for problem under consideration. Note that
the total energy density contained in the sounds,

✏sound =

Z
!knk4⇡k

2dk , (19)

is convergent at the UV end, which forbids an inverse
cascade.

B. Scenario 2: four-wave interactions

Now we discuss an alternative case, when the disper-
sive correction coe�cient in (11) is negative, A < 0, and,
therefore, the binary on-shell decays of sound waves are
forbidden. In this case one should consider the second
order processes, i.e. the scattering 2 $ 2, as well as
three-body decays 1 ! 3 and corresponding inverse pro-
cesses (which are always permitted by the conservation
laws).

For a relativistic scalar theory with triple ⇠ g�3 and
quartic ⇠ ��4 interactions, these processes stem ei-
ther from non-local diagrams O(g2) or local ones O(�).
When only the latter are present, derivation of the ki-
netic equation for weak turbulence is very straightfor-
ward, see e.g.[22]. Yet the former diagrams, O(g2), when
present, are dominant, since t-channel exchanges lead
to the small-angle and large impact parameter collisions
with large cross sections. This is known for gluons and
is also the case for sound waves.

The 4-wave scattering amplitude, the Boltzmann equa-
tion itself and its stationary solution are more compli-
cated, and we will not repeat here the material covered
in the book [21]. Let us only briefly mention the ideas
essential for the understanding of the weak turbulence.
The 2 $ 2 scattering amplitude is, schematically, a sum
of the type

X

i,j,l,m

V ⇤(ki ± kj , ki, kj)V (kl ± km, kl, km)

!(ki)± !(kj)� !(ki ± kj)
(20)

where i, j, l,m = 1..4 are 4 participating particles. For
small angles ✓i relative to the momentum k – the external
argument of Boltzmann equation – the denominators are

!(k)± !(kj)� !(k ± kj) ⇡
csk

kj
2|k ± kj |✓

2
j + �!(k)± �!(kj)� �!(k ± kj) . (21)

The scattering amplitude is substituted to the collision
integral of the Boltzmann equation, which is then solved
by means of the scaling analysis. The di�culty is that
the first term in (21) scales as the first power of momen-
tum, while the energy corrections have a di↵erent scaling
index,

�!(⇤k) = ⇤��!(k) , (22)

which we assume is � = 3. The issue was resolved by
Katz and Kontorovich, who suggested to complement

scaling transformation of momenta by an additional ro-
tation, such that the angles are rescaled by

✓0 = ⇤(��1)/2✓ . (23)

Now all terms in the denominators above have the same
index �. This transformation keeps (parts of) collision
integral invariant and ultimately leads to an isotropic sta-
tionary Kolmogorov-like power solution. For the inverse
(particle flow) cascade we are interested in the index s
of the momentum density nk ⇠ k�s, which satisfies the
constant flux equation,

� 3s+ 4m� 3� � 1� (� + 1) · d� 1

2

+ 3(� � 1) · d� 1

2
+ 4d = 0 . (24)

Here the index m is the index of the triple vertex,
m = 3/2. First two terms are obvious – there are 3
densities and 4 triple vertices (since we take a square
of the amplitude), the third one comes from the ener-
gies in the denominator of (21) and energy conservation
condition, the fourth (fifth) comes from the longitudi-
nal (transverse) momentum conservation condition, oth-
ers have to do with the phase space integration measure.
Note that one should take special care of the argument of
the energy conservation under Katz-Kontorovich trans-
formation and angular integrations: those produce the
last two � terms. Substituting the space dimension d = 3
and the index � = 3 of �!, one gets

snondecay = 10/3 (25)

(Another power solution of the Boltzmann equation – the
energy flux solution – has an opposite sign of the flow, to
UV, which we thus disregard.)
Since the obtained index is in the segment 3 < s < 4,

the energy integral (19) is dominated by the UV end and
is thus irrelevant, while the particle number

N =

Z
nk4⇡k

2dk (26)

is dominated by the IR end. Such cascades, driven by
particle number normalizations, are usually called the
“particle number cascades”.

C. Scenario 2: strong turbulence

This is not the end of the story, because growing parti-
cle density at small k eventually violates the applicability
condition of weak turbulence, nk ⌧ 1/�. So, at the IR
end, the physics is in the regime of strong turbulence, in
which consideration of higher order diagrams is required.
To our knowledge, this question was never considered in
the case of sounds.
The strong turbulence regime was studied in the case of

relativistic ��4 theory by Berges and collaborators [23,

like gluons, dominated 
by small angle scattering

stationary Kolmogorov 
spectrum, particle flow to IR
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Note that one should take special care of the argument of
the energy conservation under Katz-Kontorovich trans-
formation and angular integrations: those produce the
last two � terms. Substituting the space dimension d = 3
and the index � = 3 of �!, one gets

snondecay = 10/3 (25)

(Another power solution of the Boltzmann equation – the
energy flux solution – has an opposite sign of the flow, to
UV, which we thus disregard.)
Since the obtained index is in the segment 3 < s < 4,

the energy integral (19) is dominated by the UV end and
is thus irrelevant, while the particle number

N =

Z
nk4⇡k

2dk (26)

is dominated by the IR end. Such cascades, driven by
particle number normalizations, are usually called the
“particle number cascades”.

C. Scenario 2: strong turbulence

This is not the end of the story, because growing parti-
cle density at small k eventually violates the applicability
condition of weak turbulence, nk ⌧ 1/�. So, at the IR
end, the physics is in the regime of strong turbulence, in
which consideration of higher order diagrams is required.
To our knowledge, this question was never considered in
the case of sounds.
The strong turbulence regime was studied in the case of

relativistic ��4 theory by Berges and collaborators [23,
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FIG. 1: Forward scattering diagrams corresponding to the (a) quartic and (b) sextic terms in the Hamiltonian (34).

where, again, the 4m corresponds to V̄ 4, 2s to two den-
sities, �4� to frequencies in the denominator and in the
energy conservation condition, and the last term comes
from the angular integral. We substitute it into the index
equation (24) instead of � and obtain even larger index

sstrong = 6 (subleading) (39)

At this point, since considering all competing mecha-
nisms and diagrams would go beyond the scope of this
paper, we just conjecture that 6 is the largest possible
index.

In summary, we suggest that the strong acoustic tur-
bulence can be considered similarly to the scalar and
gluon ones, with the impact parameters of scattering de-
termined self-consistently, by higher order rescattering
processes. Dedicated theoretical studies and numerical
simulations are required in order to check if the proposed
index (37) is correct. If so, or even if it is di↵erent but
still, say, large enough, 6 � sstrong � 4, that would en-
hance nk and increase the GW intensity by a huge factor.

D. Scenario 2: time evolution

In the regime when external sources/sinks are switched
o↵, the power Kolmogorov spectra are represented by
self-similar propagating solutions of the type

nk = t̂�qfs[t̂
�pk̂] = t̂�qfs[⇠] , (40)

where the t̂ and k̂ are dimensionless time and momenta,
respectively, normalized to the collision rate at some nor-
malization momentum k0 and k̂ = k/k0. With such nor-
malization the profile function fs[⇠] has a maximum at
⇠ ⇠ O(1).

For the inverse acoustic cascade with 4-wave interac-
tions, the indices are

p = �1, q = �3 , (41)

for derivation see chapter 4.3 of [21]. The negative sign
for the indices means that the profile fs, defining the

sound spectrum, moves toward small k in scale variables
log(k), log(t) at later time.
Note that the integral (26) is conserved for this solu-

tion, so it is a kind of a “soliton” made of N interacting
sound waves, propagating in the scale (logarithmic) vari-
ables. This particle number N is the only information
one needs to know from the early time when the sound
was generated.
This self-similar solution is valid for the weak turbu-

lence regime. As we already discussed, at su�ciently
small k, nk becomes so large that the regime must change
to the strong turbulence. Simple self-similar solution
should perhaps not be enough if the index sstrong � 4,
since in this case both integrals E (19) and N (26) will
be dominated by the IR scale: conservation of both by
a single self-similar solution is not possible: so we can-
not suggest a scenario for the time-dependent solution
at this time. Free propagation of sound waves, with all
sources/sinks switched o↵, in a strong turbulence regime
requires additional studies. Taken that the overpopula-
tion of the IR scale in scalar and gluonic cascades was
proposed to lead to the formation of a condensate, it
would be also interesting to study the latest stages of
the sound turbulence, which may (hypothetically) evolve
into a finite number of very loud long-wave sound waves.
Let us return to the discussion of the initial sound gen-

eration, with another look at the results of the numeri-
cal simulations done in Ref. [1]. Fig. 2, reproduced here
from this work, shows the spectrum of the fluid velocity
squared over the log of momentum, dV 2/d log k.
The first important statement stemming from these

spectra is that the hydro perturbations are dominated
by the sound modes (grey curves above), while the rota-
tional ones (solid curves below) are suppressed by several
orders of magnitude. It is not know how universal is this
feature, but let us accept it for now.
The spectra in Fig. 2 have a shallow maximum at

kT ⇠ 0.03 corresponding to characteristic dynamical
scale of the simulation, the distance between bubbles.
Should this calculation be extended to smaller k, we think
it is inevitable that the spectrum will be cut o↵ in IR ex-
ponentially. Spectra at subsequent time moments show

Self-similar time-dependent solution
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FIG. 1: Forward scattering diagrams corresponding to the (a) quartic and (b) sextic terms in the Hamiltonian (34).

where, again, the 4m corresponds to V̄ 4, 2s to two den-
sities, �4� to frequencies in the denominator and in the
energy conservation condition, and the last term comes
from the angular integral. We substitute it into the index
equation (24) instead of � and obtain even larger index

sstrong = 6 (subleading) (39)

At this point, since considering all competing mecha-
nisms and diagrams would go beyond the scope of this
paper, we just conjecture that 6 is the largest possible
index.

In summary, we suggest that the strong acoustic tur-
bulence can be considered similarly to the scalar and
gluon ones, with the impact parameters of scattering de-
termined self-consistently, by higher order rescattering
processes. Dedicated theoretical studies and numerical
simulations are required in order to check if the proposed
index (37) is correct. If so, or even if it is di↵erent but
still, say, large enough, 6 � sstrong � 4, that would en-
hance nk and increase the GW intensity by a huge factor.

D. Scenario 2: time evolution

In the regime when external sources/sinks are switched
o↵, the power Kolmogorov spectra are represented by
self-similar propagating solutions of the type

nk = t̂�qfs[t̂
�pk̂] = t̂�qfs[⇠] , (40)

where the t̂ and k̂ are dimensionless time and momenta,
respectively, normalized to the collision rate at some nor-
malization momentum k0 and k̂ = k/k0. With such nor-
malization the profile function fs[⇠] has a maximum at
⇠ ⇠ O(1).

For the inverse acoustic cascade with 4-wave interac-
tions, the indices are

p = �1, q = �3 , (41)

for derivation see chapter 4.3 of [21]. The negative sign
for the indices means that the profile fs, defining the

sound spectrum, moves toward small k in scale variables
log(k), log(t) at later time.
Note that the integral (26) is conserved for this solu-

tion, so it is a kind of a “soliton” made of N interacting
sound waves, propagating in the scale (logarithmic) vari-
ables. This particle number N is the only information
one needs to know from the early time when the sound
was generated.
This self-similar solution is valid for the weak turbu-

lence regime. As we already discussed, at su�ciently
small k, nk becomes so large that the regime must change
to the strong turbulence. Simple self-similar solution
should perhaps not be enough if the index sstrong � 4,
since in this case both integrals E (19) and N (26) will
be dominated by the IR scale: conservation of both by
a single self-similar solution is not possible: so we can-
not suggest a scenario for the time-dependent solution
at this time. Free propagation of sound waves, with all
sources/sinks switched o↵, in a strong turbulence regime
requires additional studies. Taken that the overpopula-
tion of the IR scale in scalar and gluonic cascades was
proposed to lead to the formation of a condensate, it
would be also interesting to study the latest stages of
the sound turbulence, which may (hypothetically) evolve
into a finite number of very loud long-wave sound waves.
Let us return to the discussion of the initial sound gen-

eration, with another look at the results of the numeri-
cal simulations done in Ref. [1]. Fig. 2, reproduced here
from this work, shows the spectrum of the fluid velocity
squared over the log of momentum, dV 2/d log k.
The first important statement stemming from these

spectra is that the hydro perturbations are dominated
by the sound modes (grey curves above), while the rota-
tional ones (solid curves below) are suppressed by several
orders of magnitude. It is not know how universal is this
feature, but let us accept it for now.
The spectra in Fig. 2 have a shallow maximum at

kT ⇠ 0.03 corresponding to characteristic dynamical
scale of the simulation, the distance between bubbles.
Should this calculation be extended to smaller k, we think
it is inevitable that the spectrum will be cut o↵ in IR ex-
ponentially. Spectra at subsequent time moments show

soliton moving in scales, from UV to IR
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three distinct stages of the process (i) initial generation
of the sound spectrum at the “UV root” scale k ⇠ T , (ii)
acoustic turbulent cascade followed by (iii) conversion of
sounds into GW. While (i) stage is highly nontrivial and
requires further studies, we argue that the intermediate
regime (ii) is reasonably well understood theoretically.

The possibility of inverse acoustic cascade is the main
point of this paper. If it happens, the momentum den-
sity of sound nk gets self-focused, from large to small
momenta k. Since the ratio of the UV and IR scales is as
large as 18 orders of magnitude, and the indices (powers
of the ratio) can be near 4 or larger, the enhancements
can by huge.

The possibility of having inverse acoustic cascade de-
pends on the sign of the sound dispersion curve correc-
tion (11): only the negative sign is suitable. Currently,
neither for the QCD nor for the EW plasma we do not
know this sign. So to say, we have two cases and perhaps
fifty-fifty chances in each: it may happen in one or the
other.

If the case when the inverse cascade does happen, its
index is known in the weak turbulence regime. Fur-
thermore, we expect the self-similar time-dependent so-
lution to represent time evolution. Eventually the inverse
acoustic cascade goes into so large nk that the evolution
goes into the regime of strong turbulence. We provide
an estimate for the index, imitating renormalization in
the scalar theory [23]. If true, it suggests large index
(37) and thus potentially very strong enhancement of the
sound wave density at small k. It also suggests that a sin-
gle self-similar time evolution would no longer possible.

Clearly dedicated studies of that are needed.

Another main result of the paper is evaluation of the
sound-to-GW transition rate. It is based on the real-
ization that its rate can be calculated using the one-loop
sound diagram for the stress tensor correlator using stan-
dard rules. Furthermore, this loop diagram can be cut by
unitarity, putting both sound waves on-shell. The only
needed additional ingredient remains the occupancy fac-
tors: the GW yield is proportional to its square at the
appropriate momenta.

A mechanism producing sounds is still not understood.
Out-of-equilibrium dynamics of QCD and EW phase
transition remains far from being understood. We argued
above that certain order parameter do jump at Tc, small-
latent-heat deconfinement transition of the first order is
still perhaps possible: if so, there would be mixed phase
and bubbles, alight with relatively small contrast in the
energy density between the phases. It was so far assumed
in literature that bubble walls must collide to produce
the sounds. However, there is another potential mecha-
nism, well known in hydrodynamical literature, namely
the Rayleigh-type collapse of the QGP clusters at T < Tc

[26]. One more possibility we mention is a crossover tran-
sition, with only microscopic metastable objects – e.g.
the string balls [13] – producing the out-of-equilibrium
sounds.
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FIG. 1: Forward scattering diagrams corresponding to the (a) quartic and (b) sextic terms in the Hamiltonian (34).

where, again, the 4m corresponds to V̄ 4, 2s to two den-
sities, �4� to frequencies in the denominator and in the
energy conservation condition, and the last term comes
from the angular integral. We substitute it into the index
equation (24) instead of � and obtain even larger index

sstrong = 6 (subleading) (39)

At this point, since considering all competing mecha-
nisms and diagrams would go beyond the scope of this
paper, we just conjecture that 6 is the largest possible
index.

In summary, we suggest that the strong acoustic tur-
bulence can be considered similarly to the scalar and
gluon ones, with the impact parameters of scattering de-
termined self-consistently, by higher order rescattering
processes. Dedicated theoretical studies and numerical
simulations are required in order to check if the proposed
index (37) is correct. If so, or even if it is di↵erent but
still, say, large enough, 6 � sstrong � 4, that would en-
hance nk and increase the GW intensity by a huge factor.

D. Scenario 2: time evolution

In the regime when external sources/sinks are switched
o↵, the power Kolmogorov spectra are represented by
self-similar propagating solutions of the type

nk = t̂�qfs[t̂
�pk̂] = t̂�qfs[⇠] , (40)

where the t̂ and k̂ are dimensionless time and momenta,
respectively, normalized to the collision rate at some nor-
malization momentum k0 and k̂ = k/k0. With such nor-
malization the profile function fs[⇠] has a maximum at
⇠ ⇠ O(1).

For the inverse acoustic cascade with 4-wave interac-
tions, the indices are

p = �1, q = �3 , (41)

for derivation see chapter 4.3 of [21]. The negative sign
for the indices means that the profile fs, defining the

sound spectrum, moves toward small k in scale variables
log(k), log(t) at later time.
Note that the integral (26) is conserved for this solu-

tion, so it is a kind of a “soliton” made of N interacting
sound waves, propagating in the scale (logarithmic) vari-
ables. This particle number N is the only information
one needs to know from the early time when the sound
was generated.
This self-similar solution is valid for the weak turbu-

lence regime. As we already discussed, at su�ciently
small k, nk becomes so large that the regime must change
to the strong turbulence. Simple self-similar solution
should perhaps not be enough if the index sstrong � 4,
since in this case both integrals E (19) and N (26) will
be dominated by the IR scale: conservation of both by
a single self-similar solution is not possible: so we can-
not suggest a scenario for the time-dependent solution
at this time. Free propagation of sound waves, with all
sources/sinks switched o↵, in a strong turbulence regime
requires additional studies. Taken that the overpopula-
tion of the IR scale in scalar and gluonic cascades was
proposed to lead to the formation of a condensate, it
would be also interesting to study the latest stages of
the sound turbulence, which may (hypothetically) evolve
into a finite number of very loud long-wave sound waves.
Let us return to the discussion of the initial sound gen-

eration, with another look at the results of the numeri-
cal simulations done in Ref. [1]. Fig. 2, reproduced here
from this work, shows the spectrum of the fluid velocity
squared over the log of momentum, dV 2/d log k.
The first important statement stemming from these

spectra is that the hydro perturbations are dominated
by the sound modes (grey curves above), while the rota-
tional ones (solid curves below) are suppressed by several
orders of magnitude. It is not know how universal is this
feature, but let us accept it for now.
The spectra in Fig. 2 have a shallow maximum at

kT ⇠ 0.03 corresponding to characteristic dynamical
scale of the simulation, the distance between bubbles.
Should this calculation be extended to smaller k, we think
it is inevitable that the spectrum will be cut o↵ in IR ex-
ponentially. Spectra at subsequent time moments show

Like in perturbative gluon cascade, the impact parameter is limited by the Debye screening 
length, which depends on the matter density
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24], who derived a renormalized inverse cascade, with
modified indices. Important, those were confirmed by
direct simulations, in d = 3 and 4 spatial dimensions
[23].

The core of their theory is that the re-scattering di-
agrams can be included in a rather elegant way, via a
renormalized e↵ective self-interaction coupling,

�2
eff =

�2

(1 +⇧(�, k))2
. (27)

At small k, ⇧ � 1, so we can neglect 1 in the expression
above. Therefore, its scaling index �, defined by

⇧(k) = ⇠�⇧(⇠k, ⇠!k) (28)

enters the Boltzmann equation, expression for the parti-
cle flux and the final equation for the index. For d = 3
case we need, it is simply

� = s , (29)

i.e. the index of the density. (Density appears linearly in
⇧, other factors cancel). Omitting details, the equation
for the index reads then

�4� 2�+ 3s = 0 (30)

In weak turbulence regime, ⇧ ⌧ 1, and one should ex-
clude �. The index then is sweak = 4/3. However, in the
opposite strong turbulence case, one should use (29) and
the index is renormalized to another – much larger value

sstrong = 4 (scalar) (31)

It is the value which was indeed observed in numerical
simulations [23].

The case of gluon cascade o↵ers some further sugges-
tions and intuition. While it also has a triple vertex and
is dominated by the small-angle scattering, the impact
parameter in this case is dominated by the Debye screen-
ing length b2 < 1/M2

D produced by scattering of a virtual
gluon on the ambient plasma, and thus depending on the
gluon density.

Let us now try to apply the same logic for the acoustic
turbulence. The main physics idea is that due to the
particle forward scattering on others in the medium, in
gains an additional correction to its energy, which we will
denote by �0! (with a prime, to distinguish it from the
original �!). Its scaling index is denoted then by �0. In
the strong turbulence regime one expects the rescattering
e↵ect to become dominant, �0! � �!, and hence one
should replace � by �0 in the index equation.

Classical perturbation theory, as described in, e.g.,
chapter 1 of [21], starts from a Hamiltonian of the type

H = !bb⇤ +
V

2
V (b2b⇤ + b⇤2b) +

U

6
(b3 + b⇤3) + . . . (32)

including the wave amplitude b (for brevity we drop mo-
mentum indices here and below) and the triple vertices

V and U . In case of nondecay, the triple vertices are
irrelevant and can be eliminated by the canonical trans-
formation

b = c+
V

2!
c2 � V

!
cc⇤ � U

6!
c⇤2 +O(c3) , (33)

where c are new amplitudes. The new Hamiltonian is
then rewritten as

H = !cc⇤ � 3

4

V 2

!
c2c⇤2 +

V̄ 4

!3
c(cc⇤)2c⇤ +O(c7) , (34)

where V̄ 4 ⌘ (2V 2U2�3UV 3�27V 4)/18. The next step is
to use statistical description, eliminating rapidly varying
terms and leaving only slowly changing correlation func-
tions such as hckc⇤k0i = nk�(~k � ~k0). The second quartic
term in (34) gives the 2 ! 2 scattering amplitude, its
square appears in the corresponding kinetic equation.
For a generic triple vertex V , this second term also

gives rise to the forward scattering amplitude, Fig. 1(a),
which can be reinterpreted as a perturbative correction
to the wave energy due to the particle scattering on all
others,

�0! ⇠
Z

p

V 2

!
npdp (35)

(in spirit of an e↵ective potential for slow neutrons in or-
dinary or nuclear matter). The kinematics of the forward
scattering makes two momenta contributing to the vertex
to be identical and thus the remaining one being zero. So,
naively, if one of the momenta in Vkpq ⇠ p

k · p · q van-
ishes, then the amplitude of the process is zero. However,
the denominator in (20) also vanishes and, applying the
l’Hospital’s rule with q ! 0, one can show that the total
expression (the amplitude) is finite. We do not evaluate
the absolute magnitude of �0!, only its scaling index,

�0 = 2m� s� 1 + 3 = 5� s . (36)

Here the 2m corresponds to V 2, s to the density np, �1
to the scaling of the denominator, and hence q, in (20),
the last term comes from the integration measure over ~p.
Then we substitute it into the index equation (24) instead
of � and get a corrected index for the strong turbulence

sstrong = 4 , (37)

corresponding to a flat sound power spectrum.
Here we calculated the index of the diagram Fig. 1(a),

and not the diagram itself. In case there is a fine-tuning
of the parameters leading to a vanishing contribution of
this diagram (which we cannot exclude a priori), then
one should focus on the third term of (34). It generates
a nonzero forward scattering and correction to the energy
of the order V̄ 4

!3 n2, from a scattering on two particles, see
Fig. 1(b). The intermediate wave is not collinear with
the original one, so in this kinematics V and U do not
vanish. In this case the index for �0! will be

�0 = 4m� 2s� 4� + 2(2 + �) = 10� 2s , (38)

if diagram (a) dominates then

if diagram (b) dominates then
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FIG. 1: Forward scattering diagrams corresponding to the (a) quartic and (b) sextic terms in the Hamiltonian (34).

where, again, the 4m corresponds to V̄ 4, 2s to two den-
sities, �4� to frequencies in the denominator and in the
energy conservation condition, and the last term comes
from the angular integral. We substitute it into the index
equation (24) instead of � and obtain even larger index

sstrong = 6 (subleading) (39)

At this point, since considering all competing mecha-
nisms and diagrams would go beyond the scope of this
paper, we just conjecture that 6 is the largest possible
index.

In summary, we suggest that the strong acoustic tur-
bulence can be considered similarly to the scalar and
gluon ones, with the impact parameters of scattering de-
termined self-consistently, by higher order rescattering
processes. Dedicated theoretical studies and numerical
simulations are required in order to check if the proposed
index (37) is correct. If so, or even if it is di↵erent but
still, say, large enough, 6 � sstrong � 4, that would en-
hance nk and increase the GW intensity by a huge factor.

D. Scenario 2: time evolution

In the regime when external sources/sinks are switched
o↵, the power Kolmogorov spectra are represented by
self-similar propagating solutions of the type

nk = t̂�qfs[t̂
�pk̂] = t̂�qfs[⇠] , (40)

where the t̂ and k̂ are dimensionless time and momenta,
respectively, normalized to the collision rate at some nor-
malization momentum k0 and k̂ = k/k0. With such nor-
malization the profile function fs[⇠] has a maximum at
⇠ ⇠ O(1).

For the inverse acoustic cascade with 4-wave interac-
tions, the indices are

p = �1, q = �3 , (41)

for derivation see chapter 4.3 of [21]. The negative sign
for the indices means that the profile fs, defining the

sound spectrum, moves toward small k in scale variables
log(k), log(t) at later time.
Note that the integral (26) is conserved for this solu-

tion, so it is a kind of a “soliton” made of N interacting
sound waves, propagating in the scale (logarithmic) vari-
ables. This particle number N is the only information
one needs to know from the early time when the sound
was generated.
This self-similar solution is valid for the weak turbu-

lence regime. As we already discussed, at su�ciently
small k, nk becomes so large that the regime must change
to the strong turbulence. Simple self-similar solution
should perhaps not be enough if the index sstrong � 4,
since in this case both integrals E (19) and N (26) will
be dominated by the IR scale: conservation of both by
a single self-similar solution is not possible: so we can-
not suggest a scenario for the time-dependent solution
at this time. Free propagation of sound waves, with all
sources/sinks switched o↵, in a strong turbulence regime
requires additional studies. Taken that the overpopula-
tion of the IR scale in scalar and gluonic cascades was
proposed to lead to the formation of a condensate, it
would be also interesting to study the latest stages of
the sound turbulence, which may (hypothetically) evolve
into a finite number of very loud long-wave sound waves.
Let us return to the discussion of the initial sound gen-

eration, with another look at the results of the numeri-
cal simulations done in Ref. [1]. Fig. 2, reproduced here
from this work, shows the spectrum of the fluid velocity
squared over the log of momentum, dV 2/d log k.
The first important statement stemming from these

spectra is that the hydro perturbations are dominated
by the sound modes (grey curves above), while the rota-
tional ones (solid curves below) are suppressed by several
orders of magnitude. It is not know how universal is this
feature, but let us accept it for now.
The spectra in Fig. 2 have a shallow maximum at

kT ⇠ 0.03 corresponding to characteristic dynamical
scale of the simulation, the distance between bubbles.
Should this calculation be extended to smaller k, we think
it is inevitable that the spectrum will be cut o↵ in IR ex-
ponentially. Spectra at subsequent time moments show

4

at the IR end of the dynamical range. To illustrate how
highly non-trivial it is, we recall that the loudest sounds
on Earth have nothing to do with the equilibrium condi-
tions, but with the thunderstorms or earthquakes.

IV. ACOUSTIC TURBULENCE

The idea of turbulence, either driven or free, started
from hydrodynamics of fluids. Kolmogorov proposed the
famous stationary power solutions. For the weak turbu-
lence, governed by the Boltzmann equation, such solu-
tions were developed by Vladimir Zakharov and collabo-
rators to many di↵erent problems, summarized in a book
[21]. A turbulent cascade in cosmology was suggested to
appear after the pre-heating stage of inflation [22]: that
was for a scalar field with quartic self-interaction. How-
ever, that cascade is direct, propagating into UV, towards
the large momenta k. Consideration of inverse cascade
to IR, similar to our case, was done for scalar theories
[23] as well as recently for gluons, see e.g. [25]. The
inverse acoustic cascade in strong turbulence regime, to
our knowledge, was never discussed before.

A. Scenario 1: binary decays allowed

The key feature of our theory are nonlinear corrections
to the sound dispersion law. We will use notations

Re!k = csk + �! (10)

and assume that

�! = Ak3 +O(k5) . (11)

The sign of constant A would lead to physically di↵erent
scenarios due to di↵erent sound cascades. Although the
coe�cient A is not known for the sound near the QCD
or EW phase transitions, it was derived for a strongly
coupled plasma of the N=4 super-Yang-Mills theory,
through the AdS/CFT correspondence. It is widely be-
lieved that those should be similar, at least qualitatively.
Not going into details, the known terms in the sound
dispersion curve, up to O(k6) accuracy, are [6]
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, (12)

where k̃ ⌘ k/(2⇡T ). The crucial observation is that the
O(k2) correction in the first bracket of (12) has a positive
coe�cient. This allows for three-wave 1 $ 2 transitions
between the sounds, in particular, a decay of a harder
phonon into two softer ones. Although this is in principle
known, for completeness let us remind the kinematics of
this process.

The momentum conservation ~k = ~k1 + ~k2 allows to
introduce a parameter x 2 [0, 1] and a vector ~q? such that
~k1,~k2 will have longitudinal components along ~k denoted

by ~kk1 = ~k · x, ~kk2 = ~k · (1 � x) and the transverse ones
~k?1,2 = ±~q?, where plus (minus) are for ~k1 (~k2). The
energy conservation,

!(k) = !(k1) + !(k2) , (13)

can be simplified using the fact that the dispersive cor-
rection is small in the range we are interested in,

p
Ak ⌧ 1 . (14)

Realizing that the transverse momentum is proportional
to it and thus it is also small, one may simplify energy
conservation further. The resulting value of the trans-
verse momentum, for a given value of longitudinal mo-
mentum fraction x, is

q?
k

= (
p
Ak)

p
6x(1� x) . (15)

One can further argue that, due to the Goldstone nature
of sounds, their interaction matrix element at small mo-
menta (IR) must be proportional to the product of all
momenta,

| V (k, k1, k2) |2IR= b · k · k1 · k2 , (16)

where b is a constant. Dynamical and even dimensional
arguments [21] confirm this result.
Having in mind this matrix element, the phase space

of the decay, one can write down a kinetic equation in-
cluding all 1 $ 2 transitions. The details can be found
in Ref. [21]. Let us present here only the final form of the
Boltzmann equation with the assumption of the isotropy
of spectra and the angle integrations performed,

1

4⇡b

@nk

@t
= (17)

Z k

0

dk1k
2
1(k � k1)

2[nk1nk�k1 � nk(nk1 + nk�k1)]

� 2

Z 1

k

dk1k
2
1(k � k1)

2[nknk1�k � nk1(nk + nk1�k)] .

In spite of relatively complicated form of the equation, it
has simple stationary power solutions, generally known
as Zakharov’s spectra [21],

nk ⇠ k�s, sdecay = 9/2 . (18)

This power solution is in fact a stable “attractor” solu-
tion. Numerical simulations, starting from a variety of
out-of-equilibrium distributions, have been shown to ap-
proach this spectrum rather rapidly, again see Ref. [21].
Unfortunately, the sign of the flux associated with this

cascade is such that it develops in UV direction, making

even stronger  
self-focusing of sounds 

to small k!



8Evolu'on+of+power+spectra+

•  Velocity+power+spectrum:+
–  Peaked+at+wavenumber+
corresponding+to+mean+
bubble+separa'on++

–  Mostly+compressional+(grey)+
–  Small+rota'onal+component+
(black)+

•  GGwave+power+spectrum+
–  Peaked+at+wavenumber+
corresponding+to+mean+
bubble+separa'on++

Gravita'onal+waves+...+Mark+Hindmarsh+

0.01 0.1 1
k     (Tc)

1e-11

1e-10

1e-09

1e-08

1e-07

1e-06

1e-05

0.0001

0.001

dV
2 /d

 ln
 k

0.01 0.1 1
k     (Tc)

1e-09
1e-08
1e-07
1e-06
1e-05

0.0001
0.001
0.01
0.1
1

10

dl
G
W
/d

 ln
 k

   
  (

G
 T
c6 )

k-1

FIG. 2: (From [1]) Power spectrum of the velocity squared
versus the (log of) the wave number k. The grey upper
curves are for sounds, from down up as time progresses,
t = 600, 800, 1000, 1200, 1400T�1

c . The black curves in the
bottom are for rotational excitations.

no visible tendency of movement of the maximum. We
attribute this to the fact that the total time of the sim-
ulation is simply not enough time for the sound cascade
– and self-similar solution – to develop.

Note that the typical magnitude of v2 in this simula-
tion is 10�4 (in relativistic units, with the speed of light
c = 1). Results of these simulations provide, in prin-
ciple, the initial sound power spectrum, from which the
inverse acoustic cascade may start evolving. Since we ex-
pect it to start as weak turbulence in a self-similar form
(40), we only need to know the conserved N . The energy
of the sound waves, to the second order, is the unper-
turbed density of matter times the fluid velocity squared
(✏+ p)0V 2. So one can relate this spectrum to the sound
wave occupation numbers via

(✏+ p)0
dv2

d log k
⇠ 4⇡!knkk

3 . (42)

Approximately flat l.h.s. observed means that the e↵ec-
tive initial value of the index is close to 4 (of course, only
in a limited range of scales and time). Then it is sup-
posed to become the weak turbulence, and the slope for
the curve would be sweak � 4 = �2/3, while the left end
of the curve, in the lower k region enters the strong tur-
bulence regime with the slope sstrong � 4 = 0, i.e. stays
flat. If sstrong �4 > 0, or even 2 as we included as a pos-
sibility, the energy spectrum will start growing toward
small k.

V. GENERATION OF GRAVITY WAVES

A. The spectral density of the stress tensor
correlator

General expressions for the GW production rate are
well known, and we will not reproduce them here, pro-
ceeding directly to the main object one has to calculate,
the two-point correlator of the stress tensors

Gµ⌫µ0⌫0
=

Z
d4x d4y eik↵(x↵�y↵)hTµ⌫(x)Tµ0⌫0

(y)i .
(43)

Note that while the Big Bang is homogeneous in space,
so 3-momentum can well be defined and conserved, but it
is time-dependent. We will however still treat it as qua-
sistatic, with well defined frequencies of perturbations,
with a cuto↵ at the lowest end ! < 1/tlife.
Using hydrodynamical expression for the stress tensor,

Tµ⌫ = (✏+ p)uµu⌫ + gµ⌫p , (44)

and expanding it in powers of a small parameter – the
sound amplitude – one can identify terms related to the
sound wave. Associating the zeroth order terms with the
matter rest frame, one introduces the first order velocities
by

uµ = (1, 0, 0, 0) + �uµ
(1) (45)

and one expands the stress tensor to the second order as

�Tµ⌫
(2) = (✏+ p)(0)�u

µ
(1)�u

⌫
(1) + (✏+ p)(2)�

µ0�⌫0 + p(2)g
µ⌫ .

(46)

The correlator is to be coupled to the metric pertur-
bations hµ⌫hµ0⌫0 and we are interested in indices cor-
responding to two polarizations of GW transverse to its
momentum k↵. Such components are only provided by
the term with velocities, and thus we focus on
Z

d4x d4y eik↵(x↵�y↵)h�uµ(x)�u⌫(x)�uµ0
(y)�u⌫0

(y)i ,
(47)

where we dropped the overall factor (✏ + p)2(0) and sub-

scripts “(1)” for the first order terms.
The next step is to split four velocities into two pairs,

for which we use the “sound propagators”,

�mn(p0, ~p) =

Z
d4x eipµx

µh�um(x)�un(0)i , (48)

where we changed indices to the Latin ones emphasizing
that those are only spatial. In these terms the correlator
in question is a loop diagram shown in Fig. 3(b). Similar
loop diagrams were derived and discussed in connection
to fluctuation-induced or loop corrections to hydrody-
namical observables: for a recent review of the results,
standard definitions and relations see [18].
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no visible tendency of movement of the maximum. We
attribute this to the fact that the total time of the sim-
ulation is simply not enough time for the sound cascade
– and self-similar solution – to develop.

Note that the typical magnitude of v2 in this simula-
tion is 10�4 (in relativistic units, with the speed of light
c = 1). Results of these simulations provide, in prin-
ciple, the initial sound power spectrum, from which the
inverse acoustic cascade may start evolving. Since we ex-
pect it to start as weak turbulence in a self-similar form
(40), we only need to know the conserved N . The energy
of the sound waves, to the second order, is the unper-
turbed density of matter times the fluid velocity squared
(✏+ p)0V 2. So one can relate this spectrum to the sound
wave occupation numbers via

(✏+ p)0
dv2

d log k
⇠ 4⇡!knkk

3 . (42)

Approximately flat l.h.s. observed means that the e↵ec-
tive initial value of the index is close to 4 (of course, only
in a limited range of scales and time). Then it is sup-
posed to become the weak turbulence, and the slope for
the curve would be sweak � 4 = �2/3, while the left end
of the curve, in the lower k region enters the strong tur-
bulence regime with the slope sstrong � 4 = 0, i.e. stays
flat. If sstrong �4 > 0, or even 2 as we included as a pos-
sibility, the energy spectrum will start growing toward
small k.

V. GENERATION OF GRAVITY WAVES

A. The spectral density of the stress tensor
correlator

General expressions for the GW production rate are
well known, and we will not reproduce them here, pro-
ceeding directly to the main object one has to calculate,
the two-point correlator of the stress tensors

Gµ⌫µ0⌫0
=

Z
d4x d4y eik↵(x↵�y↵)hTµ⌫(x)Tµ0⌫0

(y)i .
(43)

Note that while the Big Bang is homogeneous in space,
so 3-momentum can well be defined and conserved, but it
is time-dependent. We will however still treat it as qua-
sistatic, with well defined frequencies of perturbations,
with a cuto↵ at the lowest end ! < 1/tlife.
Using hydrodynamical expression for the stress tensor,

Tµ⌫ = (✏+ p)uµu⌫ + gµ⌫p , (44)

and expanding it in powers of a small parameter – the
sound amplitude – one can identify terms related to the
sound wave. Associating the zeroth order terms with the
matter rest frame, one introduces the first order velocities
by

uµ = (1, 0, 0, 0) + �uµ
(1) (45)

and one expands the stress tensor to the second order as

�Tµ⌫
(2) = (✏+ p)(0)�u

µ
(1)�u

⌫
(1) + (✏+ p)(2)�

µ0�⌫0 + p(2)g
µ⌫ .

(46)

The correlator is to be coupled to the metric pertur-
bations hµ⌫hµ0⌫0 and we are interested in indices cor-
responding to two polarizations of GW transverse to its
momentum k↵. Such components are only provided by
the term with velocities, and thus we focus on
Z

d4x d4y eik↵(x↵�y↵)h�uµ(x)�u⌫(x)�uµ0
(y)�u⌫0

(y)i ,
(47)

where we dropped the overall factor (✏ + p)2(0) and sub-

scripts “(1)” for the first order terms.
The next step is to split four velocities into two pairs,

for which we use the “sound propagators”,

�mn(p0, ~p) =

Z
d4x eipµx

µh�um(x)�un(0)i , (48)

where we changed indices to the Latin ones emphasizing
that those are only spatial. In these terms the correlator
in question is a loop diagram shown in Fig. 3(b). Similar
loop diagrams were derived and discussed in connection
to fluctuation-induced or loop corrections to hydrody-
namical observables: for a recent review of the results,
standard definitions and relations see [18].
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FIG. 3: (a) Sketch of the collision of two sound waves (b) The diagram and the cut described in the text. External legs are
gravity waves (gravitons), and the sounds (phonons) are in the loop.

Time dependent Green’s functions can be chosen dif-
ferently depending on the assumed boundary conditions
on the time dependence. The most natural Green’s func-
tions for the sounds are the retarded one �R, which has
only poles in a half of the complex energy E = p0 plane,
corresponding to the sound dissipation, and the symmet-
ric one �S , which has all 4 possible poles. In equilibrium,
they are related to each other by the so-called Kubo-
Martin-Schwinger (KMS) relation (E = p0),

��S = (1 + 2nB(E))Im�R ⇡
E⌧T

2T

E
Im�R , (49)

where nB(E) is the equilibrium Bose distribution. This
expression shows that Im�R corresponds to a single
phonon quantum, and the �S to a wave with proper
occupation numbers. It also suggests generalization to
an out-of-equilibrium case we will use, i.e. introduction
of new rescaled function

��̃S = 2n(E)Im�R , (50)

containing out-of-equilibrium occupation number n(E),
which is assumed to be much larger than the quantum
term 1 in (49), which is therefore dropped. The explicit
expression to be used takes the form

�̃mn
R =

1

(✏+ p)(0)

pmpn

p2
E2

(E2 � p2c2s) + i�̃p2E
, (51)

where notations are 3-dimensional, e.g. p2 = ~p2. The
dissipation lifetime parameter is related to the shear vis-
cosity,

�̃ =
4

3
· ⌘

✏+ p
. (52)

Now one can perform the Fourier transformation and rep-
resent the correlator as a standard field theory loop di-
agram. The imaginary part of the correlator, as usu-
ally, corresponds to the unitarity cut of the loop into two

parts, or probability of the corresponding sounds merging
process,

ImGmm0nn0
(k)

(✏+ p)2(0)
= (53)

Z
d4p

(2⇡)4
n(p0) Im �̃mm0

R (p)n(k0 � p0) Im �̃nn0

R (k � p)

Multiplied by the Newton coupling constant and taken
on-shell k2↵ = 0 this will give us the rate of the sound+
sound ! GW process. Note, that the unitarity cut puts
also on shell both sound lines.

B. Sounds to GW: kinematics

One sound wave obviously cannot produce a GW: (i)
the dispersion relation for the sound is ! = csk, di↵erent
from that of the GW, ! = k; (ii) polarization of the
sound wave is a longitudinal vector, while it should be a
transverse tensor for GW.
Two on-shell sound waves can do it. Using notations

pµ1 +pµ2 = kµ one writes GW on-shell condition (kµ)2 = 0
as

c2s(p1 + p2)
2 = p21 + p22 + 2p1p2 cos(✓12) , (54)

where cs,✓12 are the sound velocity and an angle between
the two sound waves, respectively. In terms of such an
angle there are two extreme configurations. The first is a
“symmetric case”, p1 = p2, corresponding to a minimal
angle. For c2s = 1/3 this angle is ✓12 = 109�. The second,
“asymmetric case”, corresponds to anticollinear vectors
~p1, ~p2, ✓12 = 180�. Important di↵erence from the usual
textbook relativistic-invariant cases is that various ✓12
are allowed by kinematics in our case, not only ✓12 = 0�,
which is due to the fact that cs < 1.
Since the sources of sounds are of microscopic size

⇠ 1/T much smaller than time t of observations, sound
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FIG. 3: (a) Sketch of the collision of two sound waves (b) The diagram and the cut described in the text. External legs are
gravity waves (gravitons), and the sounds (phonons) are in the loop.
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on the time dependence. The most natural Green’s func-
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corresponding to the sound dissipation, and the symmet-
ric one �S , which has all 4 possible poles. In equilibrium,
they are related to each other by the so-called Kubo-
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Im�R , (49)

where nB(E) is the equilibrium Bose distribution. This
expression shows that Im�R corresponds to a single
phonon quantum, and the �S to a wave with proper
occupation numbers. It also suggests generalization to
an out-of-equilibrium case we will use, i.e. introduction
of new rescaled function

��̃S = 2n(E)Im�R , (50)

containing out-of-equilibrium occupation number n(E),
which is assumed to be much larger than the quantum
term 1 in (49), which is therefore dropped. The explicit
expression to be used takes the form
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dissipation lifetime parameter is related to the shear vis-
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Now one can perform the Fourier transformation and rep-
resent the correlator as a standard field theory loop di-
agram. The imaginary part of the correlator, as usu-
ally, corresponds to the unitarity cut of the loop into two

parts, or probability of the corresponding sounds merging
process,
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Multiplied by the Newton coupling constant and taken
on-shell k2↵ = 0 this will give us the rate of the sound+
sound ! GW process. Note, that the unitarity cut puts
also on shell both sound lines.

B. Sounds to GW: kinematics

One sound wave obviously cannot produce a GW: (i)
the dispersion relation for the sound is ! = csk, di↵erent
from that of the GW, ! = k; (ii) polarization of the
sound wave is a longitudinal vector, while it should be a
transverse tensor for GW.
Two on-shell sound waves can do it. Using notations

pµ1 +pµ2 = kµ one writes GW on-shell condition (kµ)2 = 0
as

c2s(p1 + p2)
2 = p21 + p22 + 2p1p2 cos(✓12) , (54)

where cs,✓12 are the sound velocity and an angle between
the two sound waves, respectively. In terms of such an
angle there are two extreme configurations. The first is a
“symmetric case”, p1 = p2, corresponding to a minimal
angle. For c2s = 1/3 this angle is ✓12 = 109�. The second,
“asymmetric case”, corresponds to anticollinear vectors
~p1, ~p2, ✓12 = 180�. Important di↵erence from the usual
textbook relativistic-invariant cases is that various ✓12
are allowed by kinematics in our case, not only ✓12 = 0�,
which is due to the fact that cs < 1.
Since the sources of sounds are of microscopic size

⇠ 1/T much smaller than time t of observations, sound

⇠ n2
k

The rate is 

and self-focusing to  
small k increases it 

tremendously: 

recall T/k(IR) =10^18  !



summary
• Even the smallest fireball — pp high multiplicity — 

shows very strong explosion, evidences from 
spectra and femtoscopy

• gravity waves are the penetrating probe of Big Bang

• small k sounds exist for long time, and may self-
focus to smaller k. Huge natural amplifier!

•  2 sounds => GW rate is calculated simply

• can perhaps be observed via pulsar time correlations


