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Table 6: Delivered RHIC luminosities of the last three Au-Au runs and projected Au-Au luminosities for  
100 GeV/nucleon beam energy. Future physics runs are assumed to be 12 weeks long. 

Parameter Unit FY2007 2010 2011E 2012E 2013E 2014E 2015E 
No of bunches … 103  111  111  111  111  111  111  
Ions/bunch, initial 109 1.1 1.1 1.1 1.1 1.1 1.2 1.3 
Avg. beam current/ring mA 112  121  121  121  121  133  137  
E� m 0.85 0.75 0.65 0.5 0.5 0.5 0.5 
Hour glass factor … 0.95 0.93 0.92 0.88 0.88 0.88 0.88 
Beam-beam param./IP 10-3 1.5 1.5 1.5 1.5 1.5 1.6 1.7 
Peak luminosity 1026 cm-2s-1 30  40  45  55  55  67  72  
Avg./peak luminosity % 40  50  60  72  90  90  100  
Avg. store luminosity 1026 cm-2s-1 12  20  27  40  50  60  72  
Time in store % 48  53  55  55  55  55  55  
Max. luminosity/week Pb-1� 380  650  900  1,330  1,660  2,010  2,380  
Min. luminosity/week Pb-1�     650  650  650  650  650  
Max. luminosity/run nb-1 3.3 0.0 0.0 14 17 21 21 
Min. luminosity/run nb-1   3.3 0.0 3.3 3.3 3.3 3.3 
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Figure 6: Previously delivered and minimum and maximum projected integrated luminosity for Au-Au 
collisions at 100 GeV/nucleon beam energy. Future physics runs are assumed to be 12 weeks long with linear 
weekly luminosity ramp-up in 6 weeks in FY 2011 and 4 weeks thereafter. 
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•  Data-taking keep increasing 

•  # of events to tape: 
o  Run 14, 2 billion 
o  Run 16, 4 billion, difficult to handle with projected computing resources 

•  Additional reduction on data volume must be done 
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•  Selection of Rare events 
•  heavy fragments, e.g. anti-4He 
•  di-electron, e.g. J/Ѱ 

 
•  Online Monitoring 

Run14 Au+Au 14.5GeV 



     Related history 
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•  STAR’s old Level-3 trigger system had phased out since ~2002 

•  Proposal of HLT at 2007 DAQ 1k workshop. 

•  Proof of principle in 2008.  

•  Prototype in 2009 with real data taking (DAQ 1k installed in 2009). 

•  In function in 2010, 2011 and 2012. (Made significant contribution to 
the discovery of anti-4He, which was published in Nature) 

•  Re-built in 2013 with independent farm and switched to CA tracker 

•  Run as a real trigger in 2014  



     HLT Division by Tasks 
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     STAR HLT Integration with DAQ 
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•  STAR HTL is run as level-4 trigger in DAQ system  

•  Typical rates in 2014 
o  detectors to EVB: 1500MB/s 
o  EVB -> L4: 650MB/s 
o  L4 -> EVB: 500MB/s  



     STAR HLT software structure 
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CA hits x, y, z 
 (CA local coordinates) 

CA tracker 

CA tracks 

dEdx calculation 

Primary Tracks Primary 
Vertex 

Trigger Decision 

TPC clusters 
pad, row, time bucket 

 STAR online hits x, y, z 
 (STAR global 
coordinates) 

... 
 

24 Sectors 

TPC clusters 
pad, row, time bucket 

 STAR online hits x, y, z 
 (STAR global 
coordinates) 

TOF BEMC 

global tracks 



     TPC Tracking 
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•  Previous HLT TPC tracker is based on conformal mapping method, 
P. Yepes, NIM A, 380, 582 (1996). 

 
•  Switch to CA tracker since 2013 

•  Vectorized via Vc 

•  ~50ms/event for Au+Au 200GeV collisions 
 

•  Efficiency for global tracks +7-9% 
•  squares for Sti tracker 
•  dots for Sti+CA tracker 

Sti + CA 

Sti 



     TPC tracking with CA tracker 
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•  CA tracking in HLT framework 
o  sector tracking + merging 



     Primary Vertex finding in STAR HLT 
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•  STAR HLT Primary Vertex finder uses a iterative average of DCA points of 
global tracks 

•  select beam-beam collision events in low energy collisions, as beam-pipe 
background cannot be rejected by low level triggers 

•  select events in the center of TPC/HFT 

PV found by HLT PV found by offline 



     Test the KFParticle PV finder 
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•  Better Vr resolution for beam-beam collisions 
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     STAR HLT Hardware 
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•  Hardware Configuration 
o  Nine nodes (will be expanded) 
o  164 cores @ 2.6GHz ✕ 2 hyper threading 
o  832 GB RAM 
o  2 ✕ 10Gbit NIC per node running at 1Gbit 
o  5 ✕ 2 slots ready for Xeon Phi / GPGPU 

o  One node loan from Intel Inc. Configured 
with two Xeon Phi cards. Very useful 
testing bed. 



     Run14 Au+Au @ 14.5GeV 
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Run14 Au+Au 14.5GeV 
•  Tag “good” events 

o  hlt-good-vpd 

 
 

o  beam center (0, -0.7) 
 

•  Provide live feedback to CAD for 
optimizing good-collision rate 

•  Useful for tracking run-progress 

Run14 Au+Au 14.5GeV 



      Run14 Au+Au @ 200GeV 
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TPC Volume 

•  Heavy flavor tracker is fully installed in Run14 
•  SSD, IST and two layers of pixel (PXL) 
•  PXL covers ±10 cm in z-direction 
•  Need collisions in the center to ensure a good acceptance 



     Run14 Au+Au @ 200GeV 
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•  Main trigger: |VPD Vz| < 5cm with limited resolution 
•  Additional cuts provided by HLT 
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     Run14 Au+Au @ 200GeV 
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•  Serve as a tagger at the beginning. Tag events with good HFT 
acceptance 

•  Start to reject events since Apr 7th. Help HFT program to use 
bandwidth more efficiently 

Green: data sent in to HLT machine 
Blue: data sent out from HLT machine 

Run14 Au+Au 200GeV 



     Run14 Au+Au @ 200GeV 
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•  STAR HLT can now handle ~1500Hz MB equivalent (with pileup protection) 



     Future Development: integrate MTD 
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•  Muon Telescope Detector is one of the 
two new detectors of this year. 

•  A significant fraction of di-muon triggered 
events are from background. HLT can 
help to make further rejections, thus 
reduce the rate to tape. 



     Future Development: V0 finding (1) 
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Good potential for new discoveries (Strangelets, di-Ω etc.) 
In the future we will upgrade HLT farm to trigger on secondary vertices. 

v0 vch v0 v0 
v0 

vch 

v0 v0 vch v0 

v0v0Ch_v0vch v0ChCh_v0v0 ChChCh_vch 

ChChChCh_v0v0 v0ChChCh_v0vch v0v0ChCh_vch 
 

vch vch 
v0 vch 

v0 

v0v0v0Ch_v0v0vch 
 

•  Triggering secondary vertices online 



      Future Development: V0 finding (2) 
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v0 reconstruction is CPU intensive (~M2).  
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      Future Development: V0 finding (3) 

•  Λ reconstructed by GPU 
•  Run10 Au+Au 200GeV 
•  HLT tracks 

•  GPU accelerated V0 finder 
o  DCA calculation offload to GPU 
o  GTX280 VS 2.8CPU 
o  60x speed up, GPU + optimization 

 

GPU significantly accelerates v0 reconstruction. 
A useful test but lack of manpower for further developments. 

invariant mass [GeV/c2] 
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     Future Development: : V0 finding (4) 

Reconstruction of decay chains 

• The state vector does not 
depend on the number of 
daughter particles 

• All particles are described 
with the same state vector 

• All particles are equivalent 

• All functionality is the same 
for mother and daughter 
particles 

07.07.2011 Maksym Zyzak, 2nd Tracking Workshop 4/22 

r = { x, y, z, px, py, pz, E }  

Position, direction and 
momentum State vector 

Reconstruction of decay chains 

• The state vector does not 
depend on the number of 
daughter particles 

• All particles are described 
with the same state vector 

• All particles are equivalent 

• All functionality is the same 
for mother and daughter 
particles 

07.07.2011 Maksym Zyzak, 2nd Tracking Workshop 4/22 

r = { x, y, z, px, py, pz, E }  

Position, direction and 
momentum State vector 

•  KFParticle on Intel Xeon Phi (pioneered by 
FIAS group) 

•  Intel Xeon Phi 
o  61 core 
o  4 hardware threads per core 
o  8G RAM 

•  How to fit our problem in? 
o  A STAR HLT process uses ~250MB 

memory 
o  Simple event level parallelization will 

not work 
o  offload mode: offload secondary 

vertex finding to Phi, synchronization? 
o  native mode: run the whole process 

on phi with multi-thread 
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     Future Development: using Xeon Phi  
•  Possible execute modes of using Xeon Phi in HLT (for discussion) 

Host/CPU 

Tracking 
Device/Xeon Phi 

Vertexing 

analysis/
triggering 

Offload Mode 

Host/CPU Device/Xeon Phi 

Tracking 
Vertexing 
triggering 

Tracking 
Vertexing 
triggering 

Tracking 
Vertexing 
triggering 

Tracking 
Vertexing 
triggering 

…
 

…
 

Native Mode 

* Need to be multi-
threading to fit in RAM 



     Summary 
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!  It is demonstrated that we can deliver important physics fast 
with the HLT 

!  STAR HLT has successfully selected events of interests and 
sent them to express streams. 

!  STAR HLT can provide live feedback for collider steering and 
run progress monitoring 

!  New detectors will be included in HLT 

!  Triggering on online secondary vertices with Intel Xeon Phi is 
under development 

 


