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Detector description
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The ALICE experiment e

Dedicated heavy-ion experiment at LHC

* Study of the behavior of strongly interacting matter under extreme
conditions of high energy density and temperature

Proton-proton collision program

* Reference data for heavy-ion program

* Genuine physics (momentum cut-off < 100 MeV/c, excellent PID, efficient
minimum bias trigger)

Barrel Tracking requirements

* Pseudorapidity coverage [n| <0.9 s el
. . . MO S =3 A} Dipole
* Robust tracking for heavy ion environment | . —. /

* Mainly 3D hits and up to 159 (TPC)+ 6 (ITS)
points along the tracks

* Wide transverse momentum range (100
MeV/c — 100 GeV/c)

» Low material budget (13% X, for ITS+TPC)

* Large lever arm to guarantee good
momentum resolution at high p,

PID over a wide momentum range

* Combined PID based on several techniques:
dE/dx, TOF, transition and Cherenkov
radiation
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Inner Tracking System ( ITS )
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Time Projection Chamber ( TPC)

TPC: main tracking device in ALICE

W
5\, Inner, outer

-. readout
5\ chambers
|\ (MWPCs)
electrode }imflr
Endplate (100kV) / cage
Pad readout geometry optimization:
* Occupancy
* Space point resolution
* dEdx resolution

[Constraints:

® Signal over noise

*  Number of channels

Largest TPC:
* Length 5m
* Diameter 5 m
* Volume 88 m?
* Detector area 32 m?
* Channels ~570 000

* 72 Readout Chambers (32 inner - IROC, 32
outer - OROC)

* Gas Ne/CO, 90/10%

* Field 400 V/cm

* B-field: 0.5T

* (as gain ~ 10*

* Track position resolution 6= 0.15 mm
- Diffusion: 6=2.50 mm/Ym

159 measurements along trajectory *
* JROC: 4x7.5 mm (63 rows)

* OROC: 6x10 mm (64 rows) and
6x15 mm (32 rows)
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Offline reconstruction algorithm
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Reconstruction strategy — Combined tracking

Kalman tracking in 3 iteration:
* Inward tracking — TPC-ITS

* Back propagation —[TS-TPC-TRD-
PID detectors

* Refit tracks towards the vertex
(TRD-TPC-ITS)

*Algorithm optimized for reconstruction of
primary tracks. For decay topologies
extended versions of algorithm used.
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Kalman Filter tracking approach
chosen:

* Space points - clusters reconstructed before
tracking

* Simultaneous track recognition and
reconstruction

* Natural way to take into account multiple
scattering, magnetic field inhomogeneity

* Possibility to take into account mean energy
losses

* Efficient way to match tracks between several
detectors

Main assumptions - Space points used
for Kalman filtering:
* Gaussian errors with known sigma
* Errors between layers are not correlated



TPC seeding %

Generate a track seed starting from the
2 (+primary vertex) or 3 (secondary by
tracks seeding) space points

Iterate the following sequence: ey Z)
* Kalman extrapolate and look for /—\ A (X:Y12)

compatible measurements. \ R=1/C

* If there is none, go on. (XY 2 X

—+

* If there is one, take the most compatible
one and make an Kalman update. (XgYo+Zo)

* If no compatible measurements can be
found in several active layers, stop the
track candidate.

The occupancy in the track prolongation space significantly smaller than in digit space:

* In case good initial track hypothesis seed provided, the probability of fake space point association is
small.

The TPC gas gain is time dependent:

* The probability to produce a cluster at given layer (pad-row) is time and dEdx dependent and vary in
the range from 70-100 % —

* Seeding procedure repeated several times (parameter of the reconstruction ~10) in different TPC
regions to obtain close to 100 % efficiency
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TPC reconstruction (1) %

Cluster finder efficiency ~ 70-100 % (gain/time
dependent). One layer seeding efficiency ~ 50-100 %

— 3
* plseed pcl —

* ~50 % seeding efficiency for 80% cluster efficiency

* pNseed= 1-(l-pcl?’)N —

Ly

(XQ’YZ’ZZ)\

(X¥1.2)
m’ R=1/C \

*  97% for 5 seedings, 99,9% for 10 seeding region

* Seeding procedure repeated several times (>10) in different
TPC regions to obtain close to 100 % efficiency.

Seeding in slice windows:
* Starting from the outermost (159) pad-row

* Last seeding pad-row given by minimal amount of clusters
(64) - ptdown to 100 MeV (gamma conversion
electrons even below)

* Clusters belonging to the golden tracks excluded from
following seeding algorithm
CPU consumption minimization:

® Fast primary track seeding with vertex constraint applied
first (N2 problem)

Secondary seeding without the vertex constrain (N3
problem) done after TPC cleaning
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Track hypotheses clean up done at the
end of the TPC tracking at each
tracking iteration

Tracks with significant amount of
shared space points rejected. Only
“best” hypotheses kept

Special treatment of the decay topologies
inside of the TPC (decays/Kinks and
interaction). Tracks refitted towards
to the vertex.

* Identified decay topologies used for
the K and 7 identification




TPC reconstruction (2) %

Local occupancy up to 10 % (dNcnv/dy ~1600)
Cluster unfolding necessary

* Performance of the unfolding algorithm limited by the shape fluctuation, and by a-priory
unknown shape of clusters

* Correcting for overlapping clusters (OFFLINE clusterer) or splitting clusters (HLT clusterer)
Non Gaussian error of cluster position

* Error estimate strongly dependent on track topology. can not be assigned during the cluster
finder. Attribute of the cluster/track pair

* The space point resolution calibrated as a function of the cluster and track topology.

* For clusters, with extended shape in respect to the expected shape for given track topology,
cluster position error correspondingly enlarged

Cluster sharing between tracks enabled

* Non greedy-Algorithm.

* Tracks competing for clusters.

* Two track fits not independent

* For shared clusters for track overlaps, expected cluster error is increased
Planned Runl reprocessing modifications

* Unfolding on track/tracklet level to be done, to reduce the fluctuations.

* TPC/ITS standalone tracks recovery

* Usage of the TRD information in refit inward
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ITS tracking — Combinatorial Kalman Filter

for low momentum tracks (search window ~ 1/p)

The ITS “digit” occupancy (1-4 %) smaller than in case of the TPC. Cluster unfolding not
the critical issue. But, significant occupancy in the track prolongation roads. Mainly

Combinatorial Kalman Filter chosen
Use a TPC extrapolated track as a seed.

* *The ITS standalone tracking also implemented, but combined tracking
more robust - significantly smaller amount of fake tracks
Iterate the following sequence:
* Extrapolate and look for compatible measurements.
* For each compatible measurement, generate a branch and make an update.

* N, ~(1+k*occu*y? /p)Navers

branch
* Generate a branch with no update (missing space point)
If a branch contains no updates for a number of layers,drop the branch.

* Drop the worst branches, and drop branches below some quality limit.
* The total number of branches limited

Cleanup selecting the “best” branch using global information

* Additional information about the overlap with concurrent TPC tracks used —
conflict resolving algorithm (maximizing the likelihood of pairs of
tracks)

* For VO topology (KOs, A, Y) the position of the decay vertex taken into
account.

Best track
(maximal
likelihood)

ITS tracking: special case
of primary tracks without
conflict with concurrent TPC
seeds

12th May 2014 ALICE tracking system Marian Ivanov




HLT- Online TPC reconstruction

The TPC online tracker implementation combines the principle of the
cellular automaton and the Kalman filter.

Accelerated by the usage of graphics cards (GPUs).

A pipelined processing allows to perform the tracking on the GPU, the
data transfer, and the preprocessing on the CPU in parallel.

A splitting of the tracking in multiple phases searching for short local
track segments first improves data locality and makes the algorithm
suited to run on a GPU.
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Reconstruction optimization.
Preparation for Run2.
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Run 2 preparation (0 %

Data rate in RUN2 expected to be significantly higher.
* RCU2 format
* Higher efficiency of data taking
* For pp runs pile-up ~ 10-50 events in TPC

Can we speed up the reconstruction by factor (4-10) to
adopt for higher data rate in RUN2, using current
OFFLINE software?

* Our goal 1s to speed up the reconstruction part by
corresponding factor
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Run 2 preparation (1 %

Following slides benchmark values for the low intensity (small pile-up)
pPp runs

* CPU time for pile-up is linearly scaling with the number of events
* Typical pile-up 1 event (in 2010) up to 50 (in 2012,2013)

No evident hot-spots
Reconstruction ~ 20 % of overall ALICE OFFLINE activity

* Material budget queries
* Magnetic field queries
* Track propagation

TPC reconstruction around 30% of overall reconstruction CPU
consumption. With non evident hot spots.
* LoadClusters -11 %
* Cluster2Tracks - 12% (2 times more track hypothesis investigated)
* PropagateBack - 6%
* Refitlnward - 6%
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Reconstruction process - TPC %

Compromise between the CPU consumption and physics
performance to be reached.

Partial use of the HLT algorithm (HLT seeds) in OFFLINE
reconstruction implemented. Performance under
investigation.

* Objective criteria to be defined

Pile-up events rejection (~10-50 events in TPC):

* Pile-up tracks can be rejected using the HLT tracking
information

* Not possible to distinguish pileup tracks from “deep
secondaries” (kink decays)

* Looping tracks can be used for the PID
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Reconstruction process - TPC %

Track dEdx calculation. Correction for missing signal in the clusters ~ 12%
* Cluster by cluster or effective track correction?

OFFLINE Ion tail cancellation ~ 7 %

Cluster space point correction ~7 %
* Common HLT/OFFLINE approach for caching

Track seeding ~2%
* CA seeding from HLT to be compared with the OFFLINE seeding

* Usage of the HLT seeds, implemented/tested. Reducing the number of track
hypotheses to be investigated.

* Fast helix seeding, instead of the Kalman

Track propagation and update ~2 %
* Speedup <2. Double — Float, enabling vectorization

* Speedup ~ 5-10. Propagate and update per cluster — Propagate and update per
tracklet

Cluster navigation

Kink finder combinatorial search

Double track removal and track unfolding
Track loop finder

Track matching recovery
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Reconstruction process - Combined tracking

Local Event reconstruction ~ 30 %
Tracking ~ 50 %

Cluster navigation
Track propagation

* Number of steps to be tuned
Energy loss correction

Material budget queries
* Effective/exact material description

B field queries
* Piecewise Chebyschev, vs global 3d polynomial parameterization for Barrel
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Conclusion: our experience

Alice OFFLINE tracking for Runl:
* TPC: seeding + Kalman following
* ITS: multi track hypothesis
Possible improvement of algorithm for Run2

* Better treatment of the combined TPC/ITS/TRD information and track based
unfolding

Reconstruction processes decomposed, and benchmarked

* Most time spent in accessing information (dEdx correction, space point
distortion correction, B-field)

* Actual track fitting insignificant
* Propagate and Update per tracklet to be investigated
CPU usage for Run2:
* Not obvious hotspot, several processes to be optimized
* Compromise with physical program (pile-up track rejection)
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Conclusion: possible common tools %

B field parametrization, table, queries

* precision/CPU as parameters
Material budget parameterization

* precision/CPU as parameters
Kalman filter

* Internal representation?

* Propagate

* Per point, per tracklet update

* Enabling procedures
* Parallel hypothesis tracking
* Cluster/track interaction: Expected cluster error and shape parameterization ?
* Track/track interaction

Cluster navigation
Multidimensional correction tables
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Backup
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TPC performance - space point resolution

Up to 159 space points measured with the typical position resolution of about ¢ ~ 0.6
mm ( for high momenta tracks small inclination angle )

* Track extrapolation precision at the entrance of the TPC of about ¢ ~ 0.15 mm
in both directions
Space point resolution depends on
* The drift length
* The track inclination angle o
* The charge deposited Q
* Pad geometry (mainly pad length)

Requirement - the TPC alignment and the space position distortion calibration should be
optimally kept below ¢ ~ 0.15 mm
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TPC distortions
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The TPC was internally mechanically aligned to the (0.1 mm level

Biggest observed distortion in the bending plane due to the ExB effect
* B field inhomogeneity — distortions up to 8 mm
* E field nonlinearities due misalignments — distortions up to the 6 mm
* E and B field main component misalignment — distortions up to 2 mm
Right plot - resulting space point correction map as used currently in the Alice reconstruction

* The ExB effect time dependent (pressure, temperature, gas composition) — parameters updated on the run level

TPC space point correction framework developed - ALICE & STAR collaboration

* Physical (numerical solution of the Poisson equation) and effective distortion models
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TPC distortion/alignment fitting

Assumptions:

* Space point distortion transformation commute (the order
of applying of corrections is not important)

* Space point distortion can be approximated as a linear Distributed computing

combination of the “partial distortion” functions with
given parameter:

* A=2kiEi

* Space point distortion not directly observed. We define
the set of observables O.

* AO=2kiOei

* Under given assumption the analytical (non iterative)
global minimization of distortion maps can be
performed solving the set of linear equations.

Calibration train
(Grid) filling of
residual
histograms

y

Merging

* Assumptions were tested for the typical distortion in the \
TPC, moreover the assumption were tested also for the Creation of distortion
fitted parameters.

maps

Numerical part based on the linear fitting package
implemented in the ROOT

Additional functionality implemented in the AliRoot (Alice

framework) Distortion models
. Input data observables and fit models from the tree ﬁt‘[ing

. Possibility to add constrains

. Possibility to check the the fit values (return value of the
FitPlaneConstrain can be used as a alias in tree)

. Extraction of the partial fits

12th May 2014 ALICE tracking system Marian Ivanov == ][m




Exam

—= 250
=]

=

—.z00
150

=50
=100
-150
=200
_2§3

le distortion fits - Field ca

FCVvoltError3D

drphi [em|

S0 -200 -150 -100 -50 o

. 10400
A side s0
P €O
Positive _so
100
150
=200
_25350 200 -150 -100 -S0 O S50 1040 150 ptill ] 250
x [cmm]
| FCvoltError3D

o =

—*Z{H} —_

- 150 E;

C side roo =
Negative | =°
O

£ 100 1S0 200 2S00
x [cmm]

18 (rods) x 2 (IFC,OFC) x 2 (A side, C-side) + 2
rotated clips x 2 (at the resistor rod)

Small misalignment (6 ~0.1 mm ) leads to a
significant non linear distortion up to 6 mm

B field 0 data ( 4D histograms of residuals between
the line and space points ) used as a input for the
alignment and E field distortion calibration

3D Distortion map obtained from the track residual
histograms

* Linear fit with 796 parameters
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TPC z coordinate - Drift Velocity Calibration
(’?505

00
-

TPC - drift velocity (v,) not saturated ( Neon
based gas, E=400 V/cm)
* v, changes strongly with p, T and gas composition.
* ¢.gAvd/vi~1x AP/P-1xAT/T
Spatial resolution requirement below 1 mm
* Temperature uniform within ~ 104
Typical drift variation ~ 5-7 % (10-14 cm)
* Due to the pressure changes — ~ 5 %

* Due to the gas composition changes — ~ 2 %
ONLINE/OFFLINE Calibration:

« Laser data and external v, monitor (ONLINE)

* Matching of tracks in TPC and ITS(Offline)

P and T measured with seconds granularity, gas
composition calibration updated every 15 min

e

- 150¢

| o
1000
-150(

“25050 -200 -150 -100 -50 O

200"

1000
S0

o S

Drift time difference (a.u.)

50 100 150 200 250
X [cm]

Online calibration example (Laser):

* Photoelectrons knocked out from the

central drift electrode by scattered laser
light. 1.5 %o drift velocity variation
observed (due to the vertical
temperature and pressure gradient in
the gas volume.)

Linear correction applied later during
the reconstruction
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ALICE experiment
Offline reconstruction strategy in Run 1

Run 1 reprocessing and preparation for Run 2
Summary
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The ALICE experiment

Dedicated heavy-ion experiment at LHC

* Study of the behavior of strongly interacting matter under extreme
conditions of high energy density and temperature

Proton-proton collision program
* Reference data for heavy-ion program

* Genuine physics (momentum cut-off < 100 MeV/c, excellent PID, efficient
minimum bias trigger)

Barrel Tracking requirements
¢ Pseudorapidity coverage [n| < 0.9
* Robust tracking for heavy ion environment

¢ Mainly 3D hits and up to 159 (TPC)+ 6 (ITS)
points along the tracks

¢ Wide transverse momentum range (100
MeV/c— 100 GeV/c)

« Low material budget (13% X, for ITS+TPC)

¢ Large lever arm to guarantee good
momentum resolution at high p,

PID over a wide momentum range

¢ Combined PID based on several techniques:
dE/dx, TOF, transition and Cherenkov
radiation
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Inner Tracking System ( ITS)
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Time Projection Chamber ( TPC)

TPC: main tracking device in ALICE

CO, gap

\"‘9 Inner, outer
\ readout
chambers

\\| MWPCs)

Central duift |

electrode }imiz'
100k / e
Endplate ( V) //, cage
~sm
ad readout geometry optimization:
¢ Occupancy
¢ Space point resolution
¢ dEdx resolution —

onstraints:

® Signal over noise

¢ Number of channels

Largest TPC:
* Length5m
* Diameter 5 m
* Volume 88 m?
* Detector area 32 m?
* Channels ~570 000

¢ 72 Readout Chambers (32 inner - IROC, 32
outer - OROC)

*  Gas Ne/CO, 90/10%

* Field 400 V/cm

* B-field: 0.5T

* Gas gain ~ 10*

* Track position resolution 6= 0.15 mm

« Diffusion: 6=2.50 mm/Nm

159 measurements along trajectory *
* IROC: 4x7.5 mm (63 rows)

*  OROC: 6x10 mm (64 rows) and
6x15 mm (32 rows)
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Reconstruction strategy — Combined tracking %

Kalman tracking in 3 iteration:
* Inward tracking — TPC-ITS
* Back propagation —ITS-TPC-TRD-
PID detectors
* Refit tracks towards the vertex
(TRD-TPC-ITS)

*Algorithm optimized for reconstruction of
primary tracks. For decay topologies
extended versions of algorithm used.

Kalman Filter tracking approach
chosen:

* Space points - clusters reconstructed before
tracking

¢ Simultaneous track recognition and
reconstruction

* Natural way to take into account multiple
scattering, magnetic field inhomogeneity

¢ Possibility to take into account mean energy
losses

¢ Efficient way to match tracks between several
detectors

Main assumptions - Space points used
for Kalman filtering:
* Gaussian errors with known sigma
* Errors between layers are not correlated
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TPC seeding

Generate a track seed starting from the
2 (+primary vertex) or 3 (secondary by
tracks seeding) space points

Iterate the following sequence:

¢ Kalman extrapolate and look for / N XYz
compatible measurements. m — | \raic

* If there is none, go on. W —_— J X

* Ifthere is one, take the most compatible ‘ .

one and make an Kalman update.

* Ifno compatible measurements can be
found in several active layers, stop the
track candidate.

The occupancy in the track prolongation space significantly smaller than in digit space:

¢ In case good initial track hypothesis seed provided, the probability of fake space point association is
small.

The TPC gas gain is time dependent:

¢ The probability to produce a cluster at given layer (pad-row) is time and dEdx dependent and vary in
the range from 70-100 % —

¢ Seeding procedure repeated several times (parameter of the reconstruction ~10) in different TPC
regions to obtain close to 100 % efficiency
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TPC reconstruction (

Cluster finder efficiency ~70-100 % (gain/time

dependent). One layer seeding efficiency ~ 50-100 %

= 3
plseed pcl -

~50 % seeding efficiency for 80% cluster efficiency
— 3N

pNseed_ 1-(1-pcl ) -

97% for 5 seedings, 99,9% for 10 seeding region

Seeding procedure repeated several times (>10) in different

TPC regions to obtain close to 100 % efficiency.

Seeding in slice windows:

Starting from the outermost (159) pad-row

Last seeding pad-row given by minimal amount of clusters

(64) - ptdown to 100 MeV (gamma conversion
electrons even below)

Clusters belonging to the golden tracks excluded from

following seeding algorithm

CPU consumption minimization:
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Fast primary track seeding with vertex constraint applied

first (N? problem)

Secondary seeding without the vertex constrain (N?
problem) done after TPC cleaning

iy

Xp¥102))

(XYe:Z) X

. L

Track hypotheses clean up done at the
end of the TPC tracking at each
tracking iteration

Tracks with significant amount of
shared space points rejected. Only
“best” hypotheses kept

Special treatment of the decay topologies
inside of the TPC (decays/Kinks and
interaction). Tracks refitted towards
to the vertex.

* Identified decay topologies used for
the K and 7 identification




TPC reconstruction (2)

Local occupancy up to 10 % (dNen/dy ~1600)
Cluster unfolding necessary

¢ Performance of the unfolding algorithm limited by the shape fluctuation, and by a-priory
unknown shape of clusters

Correcting for overlapping clusters (OFFLINE clusterer) or splitting clusters (HLT clusterer)
Non Gaussian error of cluster position

Error estimate strongly dependent on track topology. can not be assigned during the cluster
finder. Attribute of the cluster/track pair

The space point resolution calibrated as a function of the cluster and track topology.

For clusters, with extended shape in respect to the expected shape for given track topology,
cluster position error correspondingly enlarged

Cluster sharing between tracks enabled
¢ Non greedy-Algorithm.

* Tracks competing for clusters.
¢ Two track fits not independent
¢ For shared clusters for track overlaps, expected cluster error is increased
Planned Runl reprocessing modifications
¢ Unfolding on track/tracklet level to be done, to reduce the fluctuations.
¢ TPC/TS standalone tracks recovery

¢ Usage of the TRD information in refit inward
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ITS tracking — Combinatorial Kalman Filter

The ITS “digit” occupancy (1-4 %) smaller than in case of the TPC. Cluster unfolding no
the critical issue. But, significant occupancy in the track prolongation roads. Mainly

for low momentum tracks (search window ~ 1/p)

Combinatorial Kalman Filter chosen
Use a TPC extrapolated track as a seed.

* *The ITS standalone tracking also implemented, but combined tracking
more robust - significantly smaller amount of fake tracks
Iterate the following sequence:
¢ Extrapolate and look for compatible measurements.
¢ For each compatible measurement, generate a branch and make an update.

e N ~ (1+k*0ccu*xZc“t/p)Nlayers

branch
¢ Generate a branch with no update (missing space point)
¢ Ifabranch contains no updates for a number of layers,drop the branch.
¢ Drop the worst branches, and drop branches below some quality limit.
* The total number of branches limited
Cleanup selecting the “best” branch using global information

* Additional information about the overlap with concurrent TPC tracks used —
conflict resolving algorithm (maximizing the likelihood of pairs of
tracks)

e For VO topology (KOs, A, 7) the position of the decay vertex taken into
account.

Best track
(maximal
likelihood)

ITS tracking: special case
of primary tracks without
conflict with concurrent TPC
seeds
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HLT- Online TPC reconstruction

The TPC online tracker implementation combines the principle of the
cellular automaton and the Kalman filter.

Accelerated by the usage of graphics cards (GPUs).

A pipelined processing allows to perform the tracking on the GPU, the
data transfer, and the preprocessing on the CPU in parallel.

A splitting of the tracking in multiple phases searching for short local
track segments first improves data locality and makes the algorithm
suited to run on a GPU.
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Reconstruction optimization.
Preparation for Run2.
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paration (0

Data rate in RUN2 expected to be significantly higher.
* RCU2 format
* Higher efficiency of data taking
* For pp runs pile-up ~ 10-50 events in TPC

Can we speed up the reconstruction by factor (4-10) to
adopt for higher data rate in RUN2, using current
OFFLINE software?

* Our goal is to speed up the reconstruction part by
corresponding factor
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paration (1

Following slides benchmark values for the low intensity (small pile-up)
Pp runs
* CPU time for pile-up is linearly scaling with the number of events
¢ Typical pile-up 1 event (in 2010) up to 50 (in 2012,2013)
No evident hot-spots
Reconstruction ~ 20 % of overall ALICE OFFLINE activity

* Material budget queries
* Magnetic field queries
* Track propagation
TPC reconstruction around 30% of overall reconstruction CPU
consumption. With non evident hot spots.
* LoadClusters -11 %
* Cluster2Tracks - 12% (2 times more track hypothesis investigated)
* PropagateBack - 6%
* Refitlnward - 6%
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Reconstruction process - TPC

Compromise between the CPU consumption and physics
performance to be reached.

Partial use of the HLT algorithm (HLT seeds) in OFFLINE
reconstruction implemented. Performance under
investigation.

* Objective criteria to be defined
Pile-up events rejection (~10-50 events in TPC):

* Pile-up tracks can be rejected using the HLT tracking
information

* Not possible to distinguish pileup tracks from “deep
secondaries” (kink decays)

* Looping tracks can be used for the PID
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Reconstruction process - TPC

Track dEdx calculation. Correction for missing signal in the clusters ~ 12%
* Cluster by cluster or effective track correction?

OFFLINE Ion tail cancellation ~ 7 %

Cluster space point correction ~7 %
* Common HLT/OFFLINE approach for caching

Track seeding ~2%
* CA seeding from HLT to be compared with the OFFLINE seeding

* Usage of the HLT seeds, implemented/tested. Reducing the number of track
hypotheses to be investigated.

* Fast helix seeding, instead of the Kalman
Track propagation and update ~2 %
* Speedup <2. Double — Float, enabling vectorization

* Speedup ~ 5-10. Propagate and update per cluster — Propagate and update per
tracklet

Cluster navigation

Kink finder combinatorial search

Double track removal and track unfolding
Track loop finder

Track matching recovery
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Reconstruction process - Combined tracking %

Local Event reconstruction ~ 30 %
Tracking ~ 50 %

Cluster navigation
Track propagation
* Number of steps to be tuned
Energy loss correction
Material budget queries
¢ Effective/exact material description
B field queries
* Piecewise Chebyschev, vs global 3d polynomial parameterization for Barrel
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Conclusion: our experience

Alice OFFLINE tracking for Runl:
* TPC: seeding + Kalman following
* ITS: multi track hypothesis
Possible improvement of algorithm for Run2

* Better treatment of the combined TPC/ITS/TRD information and track based
unfolding

Reconstruction processes decomposed, and benchmarked

* Most time spent in accessing information (dEdx correction, space point
distortion correction, B-field)

* Actual track fitting insignificant
* Propagate and Update per tracklet to be investigated
CPU usage for Run2:
* Not obvious hotspot, several processes to be optimized
* Compromise with physical program (pile-up track rejection)
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Conclusion: possible common tools

B field parametrization, table, queries

* precision/CPU as parameters
Material budget parameterization

* precision/CPU as parameters
Kalman filter

* Internal representation?

* Propagate

* Per point, per tracklet update

* Enabling procedures
¢ Parallel hypothesis tracking
* Cluster/track interaction: Expected cluster error and shape parameterization ?
* Track/track interaction

Cluster navigation
Multidimensional correction tables

12h May 2014 ALICE tracking system Marian lvanov == ][m

21



Backup
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performance - space point resolution

Up to 159 space points measured with the typical position resolution of about ¢ ~ 0.6
mm ( for high momenta tracks small inclination angle )

* Track extrapolation precision at the entrance of the TPC of about ¢ ~ 0.15 mm
in both directions
Space point resolution depends on
* The drift length
¢ The track inclination angle a
¢ The charge deposited Q
* Pad geometry (mainly pad length)

Requirement - the TPC alignment and the space position distortion calibration should be
optimally kept below 6 ~ 0.15 mm

E arXiv:1001.1950 22E
12~ 2 Tan (a) = 0.92 a ul & oo
. v L8 pERew voo
P T Lef- aeo pPaa
B 1- v A\ A Al4i@[;‘|j|j ©®©¢¢<p®¢
ir = M B E 12E 9p00? !
S osh B v . . s Mol
r - . 08E il an®
0.6 0.6;7A1;A;;§;;!—!---
[ =L Tan (a) = 0.0
04— 02F high p: primary tracks
B R TR TR TR T I [ I T T 0 T T TRy
Q (ADC counts) driftlength (cm)

max
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TPC distortions

[ AR®G@=—10cm) |

o A R® (z=10 cm)

Outer Fi‘;'d Cage Endplate and Padplane
¥ -
o Fh3
Central Electrode A
) |\
Inner Field Cage
ReADOUT CHAMRERS aens |
Volume ____| —1

Effects

INNER FIELD CAGE,

OUTER FIELD CAGE

VA
“OUTER VESSEL - 'SERVICES SUPPORT WHEEL

B parallel to E (ideal) non-aligned
Eand B vectors

e G s

The TPC was internally mechanically aligned to the 0.1 mm level

Biggest observed distortion in the bending plane due to the ExB effect
¢ B field inhomogeneity — distortions up to 8 mm
¢ E field li ities due misalignments — distortions up to the 6 mm

* E and B field main p t misalignment — distortions up to 2 mm

Right plot - resulting space point correction map as used currently in the Alice reconstruction
* The ExB effect time dependent (pressure, temperature, gas composition) — parameters updated on the run level

TPC space point correction framework developed - ALICE & STAR collaboration

* Physical (numerical solution of the Poisson equation) and effective distortion models

12h May 2014 ALICE tracking system Marian Ivanov == ][m

24



TPC distortion/alignment fitting

[Assumptions:

* Space point distortion transformation commute (the order
of applying of corrections is not important)

*  Space point distortion can be approximated as a linear Distributed computing

combination of the “partial distortion” functions with . . .
given parameter: Calibration train
e A=5KkiEi (Grid) filling of
.5 int distorti directly ob 4 We defi residual
pace point distortion not directly observed. We detine B

the set of observables O.
* AO= X ki Oei

e Under given assumption the analytical (non iterative)
global minimization of distortion maps can be

performed solving the set of linear equations. \_l
¢ Assumptions were tested for the typical distortion in the
TPC, moreover the assumption were tested also for the Creation of distortion
fitted parameters.
- - - maps
Numerical part based on the linear fitting package
implemented in the ROOT
Additional functionality implemented in the AliRoot (Alice
framework) Distortion models
. Input data observables and fit models from the tree ﬁtting
. Possibility to add constrains
. Possibility to check the the fit values (return value of the

FitPlaneConstrain can be used as a alias in tree)
* Extraction of the partial fits
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Example distortion fits - Field cage and Rod alignment

| == FCVoltError3h |

= - Strips
A side o.
Positive | . ’
25850 -200 -150 -100 -50 © 50 100 150 20«:enz'lso (ideal) Rotated clip
_ asol— FCVoltError3D
2 2o . b2 2 A A
- 150E- o E
C S|de_ e ° . A m 5
Negative | =°E e
oL
E g . o
0.5
zouf -1 U = 1J
L LU e Shifted Rod & Strips Shifted Copper Rod

18 (rods) x 2 (IFC,0FC) x 2 (A side, C-side) + 2

rotated clips x 2 (at the resistor rod) 06 % %
*  Small misalignment (6 ~ 0.1 mm ) leads to a 0 % % % % %
significant non linear distortion up to 6 mm ’ % % % %

IB field 0 data ( 4D histograms of residuals between
the line and space points ) used as a input for the
alignment and E field distortion calibration

BD Distortion map obtained from the track residual

IFC - rod&strip shift in [mm]
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s
o
L T
—o—
F ——t
——t
——
——
—
—e—

. 4
hlstograms Lol L L | [ | 1 1
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* Linear fit with 796 parameters rod #]
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TPC - drift velocity (v,,) not saturated ( Neon
based gas, E=400 V/cm)
* v4 changes strongly with p, T and gas composition.
* e.gAvd/va~1x AP/P-1xAT/T
Spatial resolution requirement below 1 mm
* Temperature uniform within ~ 104
Typical drift variation ~ 5-7 % (10-14 cm)
* Due to the pressure changes —~5 %
* Due to the gas composition changes —~ 2 %
ONLINE/OFFLINE Calibration:
» Laser data and external v,, monitor (ONLINE)
¢ Matching of tracks in TPC and ITS(Offline)

P and T measured with seconds granularity, gas
composition calibration updated every 15 min

| -25g

\

-200F

Drift time difference (a.u.)

-250 -200 -150 -100 -50 0 50 100 150 200 250
X [em]

Online calibration example (Laser):

* Photoelectrons knocked out from the
central drift electrode by scattered laser
light. 1.5 %o drift velocity variation
observed (due to the vertical
temperature and pressure gradient in
the gas volume.)

¢ Linear correction applied later during
the reconstruction
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