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Disclaimer:

The information selected for this talk

solely reflects my personal excitement,
astonishment, enthusiasm, and love for
(FAIR) computing.
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Who are you? And why should | listen?

Everyone (dis)likes computing, good
for the upcoming dinner discussion.

2. Very large chance you have to deal
with “FAIR computing” in some way.

3. Computing remains rapidly changing:
new developments & opportunities!
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The “Big Data” challenges

Doug Lany, META Group Inc.




The “Big Data” challenges

Doug Lany, META Group Inc.

Volume: data volume grows faster than
computing power.

Velocity: the rate at which data is
processed for fast decision making.

Variety: heterogeneity of data types,
representation, and interpretation.

Veracity: degree of certainty about data. |

Complexity: data from complex network
of many different sources.
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Thorsten Kolleger, Stephane Pietri, Stefano Spataro,Volker Friese

PANDA/CBM
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Veracity

Variety
a Complexity

NUSTAR/APPA
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The data-processing challenge
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The data-processing challenge

Andreas Herten (FZ)),
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“Tomorrows’ experiment
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The “physics’ challenge!
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The “physics’ challenge!

- (PANDA as an example)
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Versatile experiments

Era of large-scale facilities and | __
huge collaborative efforts ‘

Experiments aim to cover a
broad physics program

Not one “golden” channel

Experiments need to become
capable and flexible to
accommodate versatility



Trigger-less Data Acquisition
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Signals Buffers Level 1 Feature Extraction Event Selection

continuous data sampling with self-triggered detector
front-end ---> flexible event selection
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§ particle ID
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track finding
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event ordering

Y O 7
vertex fitting

kinematic reco

| 04 events/sec. \

track fitting




feature extraction
| track ﬁndlng

Y O £

vertex fitting

track fitting
event ordermg

partlcle ID

kinematic reco

—
—

| 04 events/sec.

. In-situ event reconstruction?

£ Yes, no other choice! But .

How to implement on hardware?
Which hardware to use!
Streaming data, pileup!?

How to adapt existing code!?
How to simulate online processing?
ow to link components together?




“The free lunch is over”’
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“Intelligence” in practise:

GPUPWA

given n data points at O

o [0Q

Product over data events Detection efficiency

Resonnce searches with BESIII data

Partial-wave analyses for a huge
data samples are extremely time
consuming

Innovativeidea! Use SIMT
capabilities on cheap graphic cards

Massive parallel floating point
operations and lookup tables ideally
suited for the fitting problem

n
Likelihood, e I_I Q) Normalisation integral
QO & over phase space

Niklaus Berger

Time/lteration

10 s~
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FORTRAN

x 150 Speedup
GPUPWA
su%/i
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Sums on GPU

~N

200000 400000
Number of Events




Towards real-time applications

Andreas Herten, Tobias Stockmanns (FZ))

Track finding & fitting using GPUs

Inner tracker of PANDA:

o Hough transformations (2D)
o Riemann track finder (3D)

o Triplet finders

O ....

Work in progress...
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Towards real-time applications

Track finding & fitting using FPGAs

VHDL:Very-high-speed integrated
circuits Hardware Description
Language (dataflow language)

Helix fitter for tracker of PANDA,
|st iteration only :
260 microseconds/event

Device Utilization Summary
Logic Utilization Used Available Utilzation
Number of Slice Flip Flops 17.187 50,560
DCM avtocahibration logic 14 17.187
Number of 4 input LUTS 2743 0,560

DCM stocaibeation logi ] A0

Number of occupied Shces 10,19 35,200

Yutie Liang (Uni Giessen)

Power

IPMC

Ghit Ethernet x5)n & E
Full mesh
Optical link(x8) Neighbor link

PHY (x5)

H Switch
FLASH(x10 ‘ FPGA
Processor 3%‘—Base Ch
FPGA (x4)
Power
Supply
High Performance and scalable Compute Node '
: — 5 FPGAs:Virtex-4 FX60
‘: |0Gb DDR2 RAM
- ~32 Gbps bandwidth
. 2 PowerPCs
m ATCA compliant

see talks by Yutie Liang (PANDA) and Jan Michel (CBM) on Thursday afternoon in Tier 6



Consolidating beyond our communities!

Mohammad Babai, Michael Wilkinson, |M (Unlver5|ty of Gronlngen)
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Modern computing is all about
FRAMEWORKS

Providing access to technologies
Details hidden for the “user”

Modular, virtual, and versatile
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Modern computing is all about
FRAMEWORKS

Providing access to technologies
Details hidden for the “user”

Modular, virtual, and versatile

Collaborative developments

Human resource friendly



Example of a success story: FAIRROOT

Start testing Pand> decided EIC (Electron

the VMC to join-> R3B joined lon Collider SOFI:A (§tud|es SHIP - Search

concept for ; : BNL) On Fission for Hidden

CBM EIFROOL; SaTHE with Aladin) Particles
Base package EICRoot

1

for different

I experimentl

R

ram

ENSAR-RBOT

First Release of MPD (NICA) s2e GEM-TPC :
CbmRoot start also using ASYEOS joined . rated Collection of
FairRoot (ASYEOSRoot) from PANDA modules used by
branch structural nuclear
(FOPIRoot) phsyics exp.

Mohammad Al-Turany, et al.



Example of a success story: FAIRROOT

CbmRoot R3BRoot SofiaRoot MPDRoot

o N

LPandqRoo’r AsyEosRoot FopiRoot EICRoot

Fairkoot o

Mohammad Al-Turany, et al.
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Mohammad Al-Turany, et al.
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2013: FAIRROOT meets ALICE O?

ALICE O%

- DAQ, online & offline with one framework

+

FAIRROOT:

- Concurrency, merging online and offline

ALFA:

- Join forces in a combined framework!

Mohammad Al-Turany, et al.



2013: FAIRROOT meets ALICE O2

Why join efforts?

FAIR: testing with real data and
existing detectors

ALICE: interested in all the
features of FAIRROOT

Mohammad Al-Turany, et al.



2013: FAIRROOT meets ALICE O2

Why join efforts?

FAIR: testing with real data and l

existing detectors

ALICE: interested in all the
features of FAIRROOT

Mission of the framework

Ready for massive data reduction '

Tighter coupling between online
and offline reconstruction software

Mohammad Al-Turany, et al.



Dataflow model based on message queues

iMatix Corporation

D) SOl 51/0 A huge open source community
Bindings for 30+ languages <

Lockless and Fast
Automatic re-connection
Multiplexed 1/O

FAIRMQ:

o Asynchronous messaging toolkit

o Broad scala of messaging pattern

o Easy and scalable networking

o Communication layer: 0OMQ, nanoMSG

Mohammad Al-Turany, et al.



Data centers and distributed computing

A common data center | Volker Lindenstruth, Jan Trautmann

for FAIR (GreenlTCube)

19 M€ funding from
Helmholtz Al program

12 M€ building cost
/ M€ initial installation

Completion in Q3/2015

768 19 racks
6 ] 4 MW cooling (baseline)
SERE Rt R Max. cooling power 12 MW
= Bl — >2300 fibers to exp®




Data centers and distributed computing

Close integration of HPC

computing centers into FAIR
TO/T |: Teralink network

TP
.




Data centers and distributed computing

OIOIYALI i Distributed computing
et 0 KUI.S.S. principle

¥ o small number of large centers
o possibly heterogeneous

o usage of standard protocols

Close integration of HPC
computing centers into FAIR
TO/T I:Teralink network

-
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Data, data, and even more dgta
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How do we manage, preserve and extract
knowledge from the overwhelming flood of
data efficiently, reliably and sustainably?




Data Processing,

Publishing, and Mining

Edwin Valentijn et al.
(Astrowise, Target)




Data Processing,
Publishing, and Mining

Astronomy

Edwin Valentijn et al.
(Astrowise, Target)



ey Data Processing,
: wWilllll

= Publishing, and Mining

eeeeeeeeee

HEP

- Astronomy.
(old style) “Woaterfall”

forward chaining
“tier” architecture
driven by raw data
process in pipeline
operators push data
results in releases
static archive

raw data is obsolete

Edwin Valentijn et al.
(Astrowise, Target)




Data Processing,

Publishing, and Mining

eeeeeeeeee

HEP

S Astronomy.
CLEERZDRS  “Waterfall”

forward chaining
“tier” architecture
driven by raw data
process in pipeline
operators push data
results in releases
static archive

raw data is obsolete

backward chaining
“target” architecture
driven by user query
process on-the-fly
users pull data
information system
dynamic archive
raw data is sacred

Edwin Valentijn et al.
(Astrowise, Target)



«Data handling/access +Databases ffacessing fMW&st\
«High pewmputmg *NedWorking «Parallel programming
~ «Performance and validation tools «Software desi ”'

«Seftware development Tésﬂﬁ

 http:ifch€p2015.kek.jp/




2014/10/9: Abstract
submission deadline
has been extended
until October 25.

2014/8/19: 1st bulletin
IS released.

«High performaace computing *Nei ./ (
| -Performmidationt ols «Software design « i : ‘
«Seftware development %s oSts #Virtualizafion | A

- http:/fchep2015.kek.jp/
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Computing
~ challenges and opportunities
| for FAIR experiments

FAIR computing is all about
the “Big Data” challenge

Innovative approaches are pursued in
this era of many cores & data mining

Collaborative efforts and usage of
frameworks pay off royally

The ultimate aim: place physics at the
center and physicist in the driver seat




