
Electromagnetic Radiation from Heavy-Ion 
Collisions: From Microscopic Aspects to 

Bulk Dynamics
Charles Gale

!Sources & EM emissivity: Rates
!Modelling the evolving system: 

! 3D hydro
! 3D viscous hydro
! Fluctuating initial states

!How are the photon yields 
dependent on the dynamics?

!Status of our interpretation of the 
data
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Sources of photons 
in a relativistic nuclear collision:

Hard direct photons. pQCD with shadowing
Non-thermal

Fragmentation photons. pQCD with shadowing
Non-thermal

Thermal photons
Thermal

 Jet in-medium bremsstrahlung
Thermal

 Jet-plasma photons 
Thermal

2Pre-equilibrium?
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INFO CARRIED BY THE RADIATION 

3

Emission rates:

(photons)

E+E−

d 6R
d 3p+d

3p−
=
2e2

(2π )6
1
k 4
Lµν ImΠµν

R (ω ,k) 1
eβω −1

(dileptons)

ω d 3R
d 3k

= − gµν

(2π )3
ImΠµν

R (ω ,k) 1
eβω −1

dR = −
gµν

2ω
d 3k
(2π )3

1
Z

e−βKi (2π )4δ (pi − pf − k)
f
∑

i
∑

× 〈 j | Jµ | i〉〈i | Jν | j〉

Thermal ensemble average of the current-current correlator

McLerran, Toimela (85), Weldon (90), Gale, Kapusta (91)
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Thermal Photons from hot QCD: HTL program (Klimov 
(1981), Weldon (1982), Braaten & Pisarski (1990); 

Frenkel & Taylor (1990))

Kapusta, Lichard, 
Seibert (1991)
Baier, Nakkagawa, 
Niegawa, Redlich (1992)

Going to two loops:  Aurenche, Kobes, Gélis, Petitgirard (1996)
                    Aurenche, Gélis, Kobes, Zaraket (1998) 

Co-linear singularities:

4

2001: Results complete at O(α s )
Arnold, Moore, and Yaffe JHEP 12, 009 (2001); JHEP 11, 057 (2001)
Incorporate LPM; Inclusive treatment of collinear enhancement, 

photon and gluon emission
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Going beyond LO AMY rates?

5

•Approach is LO, but 

•Integral equation can be 
written in terms of a Dyson-
Schwinger type iteration...

which contains a scattering 
kernel: 

 α s  0.2 − 0.3

Aurenche, Gélis, Zaraket (2002)

The techniques used to derive this - and all results in perturbative, 
finite-temperature field theory - rely on the scale separation:
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Figure 3: Tree and one-loop diagrams contributing to C(q⊥).
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Each bracket includes the contributions of one fish and one tadpole diagram, while the
last one also includes the ghost loop.

The (linear) ultraviolet divergences in (11) are to be canceled by matching counter-
terms that can be unambiguously calculated within the framework of dimensional re-
duction [37, 38]. They merely represent the (hard thermal loop) coupling of the n "= 0
gluons to the soft n = 0 ones, e.g. the gluon contribution to the A0 mass squared
m2

D. The fact that the direct coupling to exchange gluons with q0 = q3 "= 0 does not
contribute to the divergences can also be checked explicitly, from the convergence, with
respect to q3, of the real-time integral (22) (this justifies making the soft approximation
on q0). Thus the divergences in (11) do not signal the presence of “new contributions”
beyond the EQCD effective theory, as discussed in section 3.2.

Employing dimensional regularization, the divergences simply go away8 and the
counter-terms are zero to O(g) [38]. This way we obtain (all our arctangents run from
0 to π/2):
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8 The dimensionally-regulated integrals (11) have poles in dimensions 2 and 4 but are finite and
unambiguous in dimension 3.

11
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The LO-NLO scattering kernel(s)

6

Clue that NLO effects might be important: Heavy quark diffusion 

C(q⊥ ) LO →C(q⊥ ) NLO Simon Caron-Huot PRD (2009)
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should cause no confusion; “
∫

p” is short for
∫

d3p
(2π)3 ):

C(q⊥)(b)/g
2TCs =

δΠ00(q⊥)

(q2⊥+m2
D)

2
− δΠzz(q⊥)

q4⊥
,

δΠ00(q)

g2TCA
= −

∫

p

[

(2q⊥ − p)2

p2((q⊥−p)2 +m2
D)

− 3

p2

]

,

δΠzz(q)

g2TCA
= −

∫

p

[

2p2z
(p2+m2

D)((q⊥−p)2+m2
D)

− 1

p2+m2
D

]

−
∫

p

[

3p2z + 2q2⊥ + p2

p2(q⊥−p)2
− 2

p2
− p2z

p2(q⊥−p)2

]

. (11)

Each bracket includes the contributions of one fish and one tadpole diagram, while the
last one also includes the ghost loop.

The (linear) ultraviolet divergences in (11) are to be canceled by matching counter-
terms that can be unambiguously calculated within the framework of dimensional re-
duction [37, 38]. They merely represent the (hard thermal loop) coupling of the n "= 0
gluons to the soft n = 0 ones, e.g. the gluon contribution to the A0 mass squared
m2

D. The fact that the direct coupling to exchange gluons with q0 = q3 "= 0 does not
contribute to the divergences can also be checked explicitly, from the convergence, with
respect to q3, of the real-time integral (22) (this justifies making the soft approximation
on q0). Thus the divergences in (11) do not signal the presence of “new contributions”
beyond the EQCD effective theory, as discussed in section 3.2.

Employing dimensional regularization, the divergences simply go away8 and the
counter-terms are zero to O(g) [38]. This way we obtain (all our arctangents run from
0 to π/2):

C(q⊥)(b)
g4T 2CsCA

=
−mD − 2

q2
⊥
−m2

D

q⊥
tan−1

(

q⊥
mD

)

4π(q2⊥+m2
D)

2
+

7

32q3⊥
+
mD − q2

⊥
+4m2

D

2q⊥
tan−1

(

q⊥
2mD

)

8πq4⊥
(12)

8 The dimensionally-regulated integrals (11) have poles in dimensions 2 and 4 but are finite and
unambiguous in dimension 3.

11

0

0.5

1

1.5

2

2.5

0 0.5 1 1.5 2 2.5 3 3.5 4

C
(q

⊥
)
×

q3 ⊥
/T

2

q⊥/T

Leading order

Next-to-leading order

αs = 0.1

0

2

4

6

8

10

12

14

16

18

0 1 2 3 4 5 6

C
(q

⊥
)
×

q3 ⊥
/T

2

q⊥/T

Leading order

Next-to-leading order

αs = 0.3

Figure 1: LO and NLO collision kernels C(q⊥) ≡ (2π)2dΓ/d2q⊥ for a fast quark in QCD
(with Nf = 3), for αs = 0.1 and αs = 0.3. For gluons the curves are to be multiplied
by a (Casimir) factor 9/4.

The “leading order curves” is based on the full (unscreened) expression (22) at hard
momenta, multiplied by q2⊥/(q

2
⊥+m2

D) to make it merge smoothly with the analytic
result (10) at low momenta, following the prescription given in [26]. The “next-to-
leading order” curves use the leading order curves plus C(q⊥)(NLO) given in (20).

The NLO correction is already quite large for αs = 0.1, giving nearly a factor
of 2 around q⊥ ≈ T . As discussed in the Introduction, this is consistent with the
behavior observed for O(g) effects in other quantities. At αs = 0.3, a typical value
used in comparisons with RHIC data (see e.g. [27]), it is clear that the strength of
the correction has grown out of control, meaning that (presently unknown) yet higher-
order corrections are most certainly also important (though our results suggest that
the value of αs needed to fit the data might be significantly smaller than the estimate
of [27]).

An interesting by-product of the approach used in this paper is that it extends
naturally to higher orders: it makes perfect sense to evaluate the gauge-invariant Wil-
son loop (9) nonperturbatively within the Euclidean three-dimensional EQCD theory,
for instance using the lattice. Although this may not include all O(g2) corrections to
C(q⊥) (contributions from the hard scale 2πT will be missed), by analogy with the
works on the pressure discussed in the Introduction, these missing contributions can
be expected to be numerically suppressed1. We leave to future work the study of this
interesting possibility.

1Their description could turn out be very complicated, though, because jet evolution at O(g2)
should contain, among other things, the analog of the NLO vacuum DGLAP splitting amplitudes in
the presence of the LPM effect (described below). Also, various effects involving the scale evolution
of the medium constituents and coupling constant evolution should arise.

3

Possible large effects on photon production!?
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Photon emission at LO 

7

dΓγ

d 3k LO

=
dΓγ

d 3k hard

+
dΓγ

d 3k soft

+
dΓγ

d 3k coll

dΓγ

d 3k hard

→

dΓγ

d 3k soft

→

dΓγ

d 3k coll

→

Hard

Soft

g

(Conversion)
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The LO-NLO scattering kernels

8

C(qT )LO =
Tg2mD

qT (qT +mD )
⇒NLO

The two main contributions:

Ghiglieri, Hong, Kurkela, Lu, Moore, 
Teaney, JHEP (2013)

g

Simon Caron-Huot PRD (2009)

g Larger angle bremmstrahlung

Enhanced at NLO

Suppressed at NLO
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The LO-NLO scattering kernels

8

C(qT )LO =
Tg2mD

qT (qT +mD )
⇒NLO

The two main contributions:

Ghiglieri, Hong, Kurkela, Lu, Moore, 
Teaney, JHEP (2013)
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NLO Results: �LO+NLO ⇠ LO + g
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NLO Corrections are small and k independent

•Net correction to photon production 
rate is modest up to high k/T 

•Techniques developed here have 
many more applications in FTFT
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ELECTROMAGNETIC RADIATION FROM HADRONS

Chiral, Massive Yang-Mills:
O. Kaymakcalan, S. Rajeev, J. Schechter, PRD 30, 594 (1984)

Parameters and form factors are constrained by 
hadronic phenomenology:
•Masses & strong decay widths
•Electromagnetic decay widths
•Other hadronic observables:

• e.g.   
9

a1 ! ⇡⇢ D/S (See also, Lichard and Vojik, Nucl. Phys. (2010); 
Lichard and Juran, PRD (2008))

EM emissivities computed: Turbide, Rapp, Gale, PRC (2004); 
Turbide, McGill PhD (2006)
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APPLYING THIS TO INTERPRET PHOTONS MEASURED @ RHIC: 
RATES ARE INTEGRATED USING RELATIVISTIC HYDRODYNAMIC 

MODELING

!At low pT, spectrum 
dominated by thermal 
components (HG, QGP)

!At high pT, spectrum 
dominated by pQCD

!Window for jet-QPG 
contributions at mid-pT?

10

Turbide, Gale, Frodermann, Heinz, PRC (2008);
Higher pT: G. Qin et al., PRC (2009)

Photon Production in Hot and Dense Strongly Interacting Matter 23
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Fig. 18. The spectrum of real photons measured in Au - Au collisions at RHIC. The top panel
data is extracted following the same technique (identifying low mass dileptons with a virtual
photon) as that used for the low momentum part of Figure 13, and is for a centrality class of
0 - 20%. The data set “PHENIX (1)” is from [65], while the data set “PHENIX (2)” is from
[67]. The latter supersedes the former. The bottom panel is for a centrality class of 0 - 10%;
the higher momentum data there corresponds to a direct measurement and is from Ref. [68].
The different contributions are discussed in the main text.

RγAA(b, pT ,y) =

∫ 2π
0 dφdNγ (b)/d2pT dy

2πTAB(b)dσ pp
prompt/d2pTdy

(33)

we only consider y = 0 in this work. Also, as advertised previously, the azimuthal anisotropy
coefficient might help disentangle some of the photon sources. Both these projections of the
data are examined. In what concerns RγAA, it is first useful to isolate some of the cold nuclear
matter effects; this is done in the left panel of Figure 19. In these estimates, a considerable
effect on the nuclear modification factor is caused by neglecting the jet-plasma photons. This
amounts to a reduction of approximately 30% (at intermediate values of pT ), as seen in the
right panel of Fig. 19. The two extreme cases - where jet-plasma photons are present or not -
bracket the experimental data; the current large error bars do not permit a choice. The apparent
downward trend of the data is intriguing. Isospin contributes to this as noticed in Ref. [70], and
seen in the left panel. Notably, in the calculations presented here, the additional suppression in
RγAA originates from the fact that jets fragmenting into photons have lost energy. This consti-
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ONE OF THE USES OF PHOTONS: CHARACTERIZING THE HOT 
MATTER CREATED AT RHIC

11

5

 (GeV/c)
T

p
1 1.5 2 2.5 3 3.5 4 4.5

γ
/in

cl
us

iv
e 

γ
r=

 d
ire

ct
 

0

0.05

0.1

0.15

0.2
(a) p+p 

 (GeV/c)
T

p
1 1.5 2 2.5 3 3.5 4 4.5

0

0.05

0.1

0.15

0.2
(b) Au+Au (Min. Bias)

FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT . The error bars and the error band
represent the statistical and systematic uncertainties, respec-
tively. The curves are from a NLO pQCD calculation (see
text).

distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the η/π0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
to a ! 7% (! 17%) uncertainty in the p + p (Au + Au)
cocktail for 0.1 < mee < 0.3 GeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio.

Figure 3 shows the fraction r of the direct photon com-
ponent determined by the two-component fit in (a) p + p
and (b) Au + Au (Min. Bias). The curves represent
the expectations from a next-to-leading-order perturba-
tive QCD (NLO pQCD) calculation [18]. For p + p,
the curves show the ratio dσNLO

γ (pT )/dσincl
γ (pT ), where

dσNLO
γ (pT ) is the direct photon cross section from the

NLO pQCD calculation and dσincl
γ (pT ) is the inclusive

photon cross section. For Au + Au, the curves represent
TAAdσNLO

γ (pT )/dN incl
γ (pT ), where TAA is the Glauber

nuclear overlap function and dN incl
γ (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r × dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e− pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in
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FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve

Texcess = 221±19 ±19MeV

PHENIX, PRL 104 (2010)
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ONE OF THE USES OF PHOTONS: CHARACTERIZING THE HOT 
MATTER CREATED AT RHIC
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fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve

Texcess = 221±19 ±19MeV

PHENIX, PRL 104 (2010)

Flow effects will be important

•van Hees, Gale Rapp,PRC (2011)
•Shen, Heinz, Paquet, Gale, arXiv:1308.2440
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FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT . The error bars and the error band
represent the statistical and systematic uncertainties, respec-
tively. The curves are from a NLO pQCD calculation (see
text).

distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the η/π0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
to a ! 7% (! 17%) uncertainty in the p + p (Au + Au)
cocktail for 0.1 < mee < 0.3 GeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio.

Figure 3 shows the fraction r of the direct photon com-
ponent determined by the two-component fit in (a) p + p
and (b) Au + Au (Min. Bias). The curves represent
the expectations from a next-to-leading-order perturba-
tive QCD (NLO pQCD) calculation [18]. For p + p,
the curves show the ratio dσNLO

γ (pT )/dσincl
γ (pT ), where

dσNLO
γ (pT ) is the direct photon cross section from the

NLO pQCD calculation and dσincl
γ (pT ) is the inclusive

photon cross section. For Au + Au, the curves represent
TAAdσNLO

γ (pT )/dN incl
γ (pT ), where TAA is the Glauber

nuclear overlap function and dN incl
γ (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r × dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e− pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in
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FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve

Texcess = 221±19 ±19MeV

PHENIX, PRL 104 (2010)

D’Enteria & Peressounko, Eur. Phys. J. (2006)

Tini = 300 to 600 MeV 
  �0 = 0.15 to 0.5 fm/c  

Knowing rates alone is not enough to guarantee
predictive power or even characterization ability
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BEYOND SIMPLE SPECTRA: FLOW AND CORRELATIONS 

• Soft photons will go with the flow
• Jet-plasma photons: a negative v2

• Details will matter: flow, T(t). . .

Turbide, Gale, Fries PRL (2006)
Low pT: Chatterjee et al., PRL (2006)
All pT: Turbide et al., PRC (2008) 
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FIG. 5: (Color online) Nuclear modification factor of direct photon in central Au+Au collisions at RHIC in 2D+1 hydro, with
a scale Q = pT /

√

2 in the prompt contribution. Left panel: effect of shadowing and isospin on the prompt contribution without
medium effects. Righ panel: the effect of QGP and the scale is studied. The effect of a scale Q = pT is shown by the double
dash-dotted line, while the effect of removing all photons produced from jet-medium interactions is shown by the dashed line.
The result obtained without isospin effects is shown by the dot-dashed line. Data points are from PHENIX [29].

curve shows the nuclear modification factor evaluated with all sources described in this paper, together with the
relativistic hydrodynamics evolution. Recall that the relativistic hydrodynamics modeling is constrained by a set of
soft hadronic data [11]. The larger visible effect on the nuclear modification factor appears when jet-plasma photons
are neglected (dashed line), causing a 30% reduction at pT = 8 GeV. The jets are however allowed to loose energy
before fragmentation (like all cases in this panel). Because of the large errors, the data does not currently permit
to choose between the cases where the jet-plasma photons are present or absent. However, it is important to realize
that Rγ

AA < 1 at higher values of pT , is a direct consequences of the fragmentation photons being affected by the
energy loss of the fragmenting jet, as well as isospin effect in the nucleus-pdf. Should this trend, apparent in Figure
5, be confirmed experimentally, a quantitative link would exist between the high momentum nuclear modification
factor of photons, and that of strongly interacting particles also born out of jet fragmentation. It is important for the
same approach to reproduce both observables. Also, the large values of Rγ

AA observed at pT < 6GeV/c (right panel
of Fig. 5) are directly attributable to thermally-induced channels, in our approach. Our calculated results appear
to overestimate the central values of the measured quantities (note however that the denominator of Rγ

AA is slightly
underestimated at low pT by pQCD: correcting this will make our result correspondingly smaller), but smaller error
bars would go a long in quantifying the medium-related processes.
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FIG. 6: (Color online) Azimuthal anisotropy of direct photons in 20-40% central collisions at RHIC, within a 2D+1 hydro
model. Dashed line : jet-plasma contributions; dot-dashed line: jet-fragmentation contribution; double dot-dashed line: thermal
radiation of QGP; solid line: sum of QGP, prompt and hadronic gas contributions. The data are from Ref. [31].

We turn now to calculations and measurements of photon azimuthal anisotropy. This was discussed for low pT

photons in Ref. [28], and for high pT photons in Ref. [5]; both regions are treated here. Using Eq. (25), vγ
2 (for real
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FIG. 1: (Color online) (a,b,c) v2 in minimum bias collisions,
using two different reaction plane detectors: (solid black cir-
cles) BBC and (solid red squares) RXN for (a) π0, (b) inclu-
sive photon, and (c) direct photon. (d) direct photon fraction
Rγ for (solid black circles) virtual photons [5] and (open blue
squares) real photons [8] and (e) ratio of direct photon to π0

v2 for (solid black circles) BBC and (solid red squares) RXN.
The vertical error bars on each data point indicate statistical
uncertainties and shaded (gray and cyan) and hatched (red)
areas around the data points indicate sizes of systematic un-
certainties.

inclusive photon v2 measurements are largely immune to
energy scale uncertainties which are typically the domi-
nant source of uncertainty in an absolute (invariant yield)
measurement. The uncertainties on v2 are dominated by
the common uncertainty on determining σRP and by un-
certainties on particle identification. Uncertainties from
absolute yields enter indirectly via the hadron cocktail
(normalization) and more directly at higher pT (where
the real photon measurement is used) by the Rγ(pT )
needed to establish the direct photon v2. Note that due
to the way vγ,dir2 is calculated, once Rγ is large, its rela-

tive error contributes to the error on vγ,dir2 less and less.
Figure 1 shows steps of the analysis using the mini-

mum bias sample, as well as the differences between re-
sults obtained with BBC and RXN. The first v2 of π0 and
inclusive photons (vπ

0

2 ,vγ,inc2 ) are measured, as described

above (panels (a) and (b)). Then, using the vγ,bg2 of pho-
tons from hadronic decays and the Rγ direct photon ex-

cess ratio, we derive the vγ,dir2 of direct photons (panel
(c)). Panel (d) shows the Rγ(pT ) values from the di-
rect photon invariant yield measurements using internal
conversion [5] and real [8] photons, with their respective

uncertainties. Panel (e) shows the ratio of vγ,dir2 /vπ
0

2 .
We observe substantial direct photon flow in the low pT

region (c), commensurate with the hadron flow itself (e).
However, in contrast to hadrons, the direct photon v2
rapidly decreases with pT ; and starting with 5 GeV/c
and above, it is consistent with zero (c). The rapid tran-
sition from high direct photon flow at 3 GeV/c to zero
flow at 5 GeV/c is also demonstrated on panel (e), since
the π0 v2 changes little in this region [4].
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FIG. 2: (Color online) (a,c,e) Centrality dependence of v2
for (solid black circles) π0, (solid red squares) inclusive pho-
tons, and (b,d,f) (solid black circles) direct photons measured
with the BBC detector for (a,b) minimum bias (c,d) 0-20%
centrality, and (e,f) 20-40% centrality. For (b,d,f) the direct
photon fraction is taken from [5] up to 4 GeV/c and from [8]
for higher pT . The vertical error bars on each data point
indicate statistical uncertainties and the shaded (gray) and
hatched (red) areas around the data points indicate sizes of
systematic uncertainties.

A major issue in any azimuthal asymmetry measure-
ment is the potential bias from where in pseudorapidity
the (event-by-event) reaction plane is measured. At low
pT – where multiplicities are high and particle production
is dominated by the bulk with genuine hydrodynamic be-
havior – there is no difference between the flow derived
with BBC and RXN. However, at higher pT we observe
that the v2 values using BBC and RXN diverge, particu-
larly for π0 (panel (a) in Fig. 1), less for inclusive photons.
For direct photons (panel (c)) the two results are appar-
ently consistent within their total errors, including the

(2008)

(2011)
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PROGRESS IN CHARACTERIZATION TOOL:
3D VISCOUS RELATIVISTIC HYDRODYNAMICS

!MUSIC: 3D relativistic hydro
! Ideal: Schenke, Jeon, and Gale, PRC 

(2010)
! FIC and Viscous: Schenke, Jeon, Gale, 

PRL (2011)
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MUSIC:
(3+1)D HYDRODYNAMIC SIMULATION OF . . . PHYSICAL REVIEW C 82, 014903 (2010)

particle spectra. However, it turns out that for computing
anisotropic flow and especially higher harmonics than v2 it
is essential to determine the freeze-out surface much more
precisely. To do so, within MUSIC we employ the following
method:

We define a cube in four dimensions that may reach over
several lattice cells in every direction and over several τ
steps, and determine if and on which of the cube’s 32 edges
the freeze-out surface crosses. In this work we let the cube
extend over one lattice cell in each spatial dimension and
over ten steps in the time direction. If the freeze-out surface
crosses this cube, we use the intersection points to perform
a 3D-triangulation of the three dimensional surface element
embedded in four dimensional space. This leads to a group of
tetrahedra, each contributing a part to the hypersurface vector.
This part is of the form

d"n
µ = εµαβγ AαBβCγ /6, (59)

where A, B, and C are the three vectors that span the
tetrahedron n. The factor 1/6 normalizes the length of
the vector to the volume of the tetrahedron. We demand
that the resulting vector points into the direction of lower
energy density, i.e., outwards. The vector-sum of the found
tetrahedra determines the full surface-vector in the given
hypercube.

Depending on where the freeze-out surface crosses the
edges, the structure may be fairly simple (e.g., eight crosses,
all on edges in x direction) or rather involved (crossings on
edges in many different directions). The current algorithm is
close to perfect and fails to construct hyper-surface elements
only in very rare cases. Typically these are cases when the
surface crosses the cube in many different directions, e.g., in
the ηs , x, and τ direction. However, even for these cases a
full reconstruction can usually be achieved and the algorithm
was found to succeed in determining the volume element
in ∼99% of the cases for the studied systems. The ∼1%
of surface elements that could not be fully reconstructed
usually miss only one tetrahedron. Because one typocally
needs between eight and 20 tetrahedra to reconstruct a cell,
the error introduced by missing one tetrahedron in the 1%
of the cells lies between 5 and 15%. Considering the high
complexity of the triangulation procedure in four dimensions,
this is a very satisfactory result.

VII. RESULTS

To obtain results for particle spectra, we first compute the
thermal spectra of all particles and resonances up to ∼2 GeV
using Eq. (48) and then perform resonance decays using
routines from AZHYDRO [21,85,92,93] that we generalized
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FIG. 1. (Color online) pT spectra for π−, K−, and p̄ at
central collisions using different equations of state [thin lines:
AuAu-1 (EOS-Q), thick lines: AuAu-3 (EOS-L)] compared to
0–5% central PHENIX data [95]. The used impact parameter was
b = 2.4 fm.

to three dimensions. Unless indicated otherwise, all shown
results include the resonance feed-down. Typically, the used
time step size is )τ ≈ 0.01 fm/c, and the spatial grid spacings
are )x = )y = 0.08 fm, and )ηs = 0.3. This is significantly
finer than in previous 3+1D simulations: [94] for example uses
)τ = 0.3 fm/c, )x = )y = 0.3 fm, and )ηs = 0.3. The
possibility to use such fine lattices is an improvement because
it is mandatory when computing higher harmonics like v4 as
demonstrated below. Another advantage of using large lattices
is that in the KT scheme the numerical viscosity decreases
with increasingly fine lattices (see the Appendix). The spatial
extend of the lattice used in the following calculations is 20 fm
in the x and y direction, and 20 units of rapidity in the ηs

direction.

A. Particle spectra

In Fig. 1 we present the transverse momentum spectra for
identified particles in Au+Au collisions at

√
s = 200 GeV

compared to data from PHENIX [95]. The used parameters
are indicated in Table I. They were obtained by fitting the data
at most central collisions.

We reproduce both pion and kaon spectra well. The model
assumption of chemical equilibrium to very low temperatures
leads to an underestimation of the antiproton spectrum. The
overall shape is however well reproduced, even more so with
the EOS-L that leads to flatter spectra [86].

One way to improve the normalization of the proton and
anti-proton spectra (as well as those of multistrange baryons)
is to employ the partial chemical equilibrium model (PCE)
[32,85,96], which introduces a chemical potential below a
hadron species dependent chemical freeze-out temperature.
Note that the initial time was set to τ0 = 0.4 fm/c when using

TABLE I. Parameter sets.

set EoS τ0 [fm] ε0 [GeV/fm3] ρ0 [1/fm3] εFO [GeV/fm3] TFO [MeV] α ηflat ση

AuAu-1 EOS-Q 0.55 41 0.15 0.09 ≈130 0.25 5.9 0.4
AuAu-2 EOS-Q 0.55 35 0.15 0.09 ≈130 0.05 6.0 0.3
AuAu-3 EOS-L 0.4 55 0.15 0.12 ≈137 0.05 5.9 0.4
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FIG. 2. (Color online) Centrality dependence of pseudorapidity
distribution compared to PHOBOS data [97]. From top to bottom,
the used average impact parameters are b = 2.4 fm, b = 4.83 fm,
b = 6.7 fm, and b = 8.22 fm.

the EOS-L to match the data. The quoted parameter sets fit the
data very well, however, they do not necessarily represent the
only way to reproduce the data and a more detailed analysis of
the whole parameter space may find other parameters to work
just as well.

Next, we show the pseudorapidity distribution of charged
particles at different centralities compared to PHOBOS data
[97] in Fig. 2. The only parameter that changes in going to
larger centrality classes is the impact parameter. Experimental
data are well reproduced also for semicentral collisions,
showing that the results mostly depend on the collision geom-
etry. The used impact parameters, b = 2.4 fm, b = 4.83 fm,
b = 6.7 fm, and b = 8.22 fm, were obtained using the optical
Glauber model and correspond to the centrality classes used
by PHOBOS. We show the centrality dependence of the
transverse momentum spectrum of π− in Fig. 3. Deviations
occur for more peripheral collisions because the soft collective
physics described by hydrodynamics becomes less important
compared to jet physics in peripheral events. However, we find
smaller deviations than [47].

In Fig. 4 we present results for the average transverse
momentum of pions and kaons as a function of pseudorapidity
in central collisions. We compare with 0–5% central data by
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BRAHMS [98] and find good agreement for kaons, but slightly
larger values for pions. This could be expected because the
calculated pT spectra are slightly harder than the experimental
data, especially when using the EOS-L (see Fig. 1).

B. Elliptic flow

We present results for v2 as a function of pT integrated over
the pseudorapidity range −1.3 < η < 1.3, which corresponds
to the cut in the analysis by STAR [99] that we compare to. We
show results for identified hadrons obtained using parameter
set AuAu-1 (EOS-Q) and AuAu-3 (EOS-L) in Fig. 5. While
the pion elliptic flow is relatively well described for both
equations of state, we find an overestimation of the antiproton
v2, especially when using the EOS-L. This is compatible with
results in [86].

Charged hadron v2 is presented in Fig. 6 where we compare
results using different contributions of binary collision scaling
α which lead to different initial eccentricities. We also show
the result obtained by using the EOS-L, which is somewhat
above the EOS-Q result for lower pT but bends more strongly
to be smaller at pT = 2 GeV.

Overall, we find that while the pion v2 is well reproduced,
both antiproton and charged hadron v2 is overestimated for
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the EOS-L to match the data. The quoted parameter sets fit the
data very well, however, they do not necessarily represent the
only way to reproduce the data and a more detailed analysis of
the whole parameter space may find other parameters to work
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by PHOBOS. We show the centrality dependence of the
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the pion elliptic flow is relatively well described for both
equations of state, we find an overestimation of the antiproton
v2, especially when using the EOS-L. This is compatible with
results in [86].

Charged hadron v2 is presented in Fig. 6 where we compare
results using different contributions of binary collision scaling
α which lead to different initial eccentricities. We also show
the result obtained by using the EOS-L, which is somewhat
above the EOS-Q result for lower pT but bends more strongly
to be smaller at pT = 2 GeV.
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FIG. 8. (Color online) Ratio of charged hadron flow harmo-
nics in viscous simulations to the result from ideal hydrody-
namics. Results are averages over 200 single events each.

port coefficients of the quark-gluon plasma significantly.
The analysis of only elliptic flow is not sufficient for this
task, because it depends too weakly on both the initial
state granularity and η/s.
We present v2 and v3 as a function of pseudo-rapidity

in Fig. 11. The v2(ηp) result from the simulation is flat-
ter than the experimental data out to ηp ≈ 3 and then
falls off more steeply. A modified shape of the initial
energy density distribution in the ηs-direction, the inclu-
sion of finite baryon number, and inclusion of a rapidity
dependence of the fluctuations will most likely improve
the agreement.
In Fig. 12 we show results of vn(pT ) for different cen-

tralities using η/s = 0.08. Overall, all flow harmonics
are reasonably well reproduced. Deviations from the ex-
perimental data, especially of v3(pT ) in the most central
collisions indicate that our rather simplistic description
of the initial state and its fluctuations is insufficient. Im-
provements can be made by a systematic study with al-
ternative models for the fluctuating initial state based
on e.g. the color-glass-condensate effective theory (along
the lines of [60]).
Finally, the higher flow harmonics integrated over a

transverse momentum range 0.2GeV < pT < 2GeV
are shown in Fig. 13 as a function of centrality. v2 has
the strongest dependence on the centrality because it is
driven to a large part by the overall geometry. The odd
harmonics are entirely due to fluctuations as we have
discussed earlier, and hence do not show a strong depen-
dence on the centrality of the collision.

VII. SUMMARY AND CONCLUSIONS

We have demonstrated that the analysis of higher flow
harmonics within (3+1)-dimensional event-by-event vis-
cous hydrodynamics has the potential to determine trans-
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port coefficients of the QGP such as η/s much more pre-
cisely than the analysis of elliptic flow alone. We pre-
sented in detail the framework of (3+1)-dimensional vis-
cous relativistic hydrodynamics and introduced the con-
cept of event-by-event simulations, which enable us to
study quantities that are strongly influenced or even en-
tirely due to fluctuations such as odd flow harmonics.
Parameters of the hydrodynamic simulation were fixed
to reproduce particle spectra both as a function of trans-
verse momentum pT and pseudo-rapidity ηp. The studied
flow harmonics v2 to v5 were found to depend increas-
ingly strongly on the value of η/s and also on the initial
state granularity. This work does not attempt an exact
extraction of η/s of the QGP but our quantitative results
hint at a value of η/s not larger than 2/4π. The reason is
the strong suppression of v3 to v5 by the shear viscosity.
A higher granularity of the initial state counteracts this
effect, but our results indicate that this increase is not
large enough to account for η/s ≥ 2/4π. We will report
on a detailed analysis of higher flow harmonics at LHC
energies and a comparison to the experimental data in a
subsequent work.
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One considers all the reaction and radiative decay channels of external 
state combinations of:

{π ,K ,ρ,K *,a1} With hadronic form factors
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5

from equilibrium) appeared in Ref. [33], and a viscosity-corrected rate (to first order in �f) was obtained recently in
[34], assuming forward-scattering dominance of the photon-producing reaction. The rates reported here are obtained
through a numerical integration of Eq. (8) with out-of-equilibrium distribution functions (Eq. (7)). The integrations
span the entire accessible phase space, carefully avoiding divergences as prescribed in Ref. [32]. Appropriate quantum
statistics have been used.

B. Photon emission from the hadronic gas

As the ensemble of partons thermalizes (totally or partially) and then expands and cools, it hadronizes into an
ensemble of colorless hadrons called here the hadronic gas (HG) which continues to expand and to cool even more.
The HG thermal electromagnetic emissivity has been characterized in Ref. [35]. Following that reference, a Massive
Yang-Mills (MYM) model is used to model the interactions between light pseudoscalars, vector and axial vector
mesons. The set we consider contains the elements {⇡,K, ⇢,K

⇤
, a

1

}, and the most important photon-producing rates
are ⇡ + ⇢ ! ⇡ + �, ⇡ + ⇡ ! ⇢ + �, ⇡ + K

⇤ ! K + �, ⇡ + K ! K

⇤ + �, ⇢ + K ! K + �, K⇤ + K ! ⇡ + �.
Two-body photon-production processes dominate the phase space for photon transverse momenta above 0.5 GeV [35].
All isospin-allowed channels are considered.

The viscous corrections also demand a complete recalculation of the HG photon rates, by including the corrected
distribution functions - see Eq. (7) - in all the relevant rate equations. Note that corrections of order �f2 are neglected
for consistency, as are corrections to Pauli-blocking or Bose-enhancement e↵ects. These corrections are found to be
small. The Appendix outlines the procedure for correcting the electromagnetic emissivities, allowing for viscous e↵ects
in the hadronic distribution functions.

IV. RESULTS

A. Viscous corrections: generalities

For both cases discussed in the previous section (QGP and HG), rates for “viscous photons” were not shown. In
fact, those require detailed dynamical information as they depend on the details of ⇡µ⌫ and of its time evolution as
specified by Eqs. (7) and (5). It is thus appropriate to examine this quantity here, and this is done in Figure 4, in
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FIG. 4. (Color online) Left panel: The time evolution of di↵erent components of the local ⇡µ⌫ tensor, divided by ⌘. Right
panel: The time evolution of the diagonal elements of ⇡ij (scaled by ⌘), and also that of the trace of the viscous tensor. The
calculations are done for a fluid cell at x = y = 2.5 fm, and z = 0, and the impact parameter is b = 4.47 fm.

the rest frame of a fluid cell; note that there ⇡

tt is 0. At the initial time, the viscous corrections are non-existent,
as we initialize the viscous pressure tensor to zero. They build up quickly, and then decay back to zero. Right after
the initial time, the magnitude of the zz component is larger than the other two diagonal ones by roughly a factor of
2, and this fact persists up to late times. The relative sign of ⇡

zz

can be understood from the fact that ⇡

ij

should
be traceless in the fluid rest frame (c.f. Eqs. (5, 6)). Note that this requirement was not enforced explicitly at each
step of the calculation. The preservation of this trace then reflects the stability of the numerics: see the right panel
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•Large at early times
•Small at later times: viscosity corrections to the 

distribution functions will also vanish
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!Viscous corrections make 
the spectrum harder, 
≈100% at pT = 4 GeV.

!Increase in the slope of 
≈15% at pT = 2 GeV.

!Extracting the viscosity 
from the photon spectra 
will be challenging

!Once pQCD photons are 
included: a few % effect 
from viscosity

!More work is still needed 
to properly include all 
photon sources in a 
consistent way 18
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FIG. 7. (Color online) The net thermal photon yield, from QGP and HG sources. The ideal spectrum (i.e. using an ideal
hydrodynamics background), and the viscous spectrum (using a viscous hydrodynamics background and corrected microscopic
distribution functions) are shown as a solid and dotted line, respectively.
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FIG. 8. (Color online) Left panel: The thermal photon elliptic flow, considering only the photons originating from the QGP. As
in previous figures, the results of using ideal hydrodynamics (solid line), viscous hydrodynamics with equilibrium rates (dotted
line), and viscous hydrodynamics with �f corrections (dash-dotted line) are shown separately. Right panel: The thermal photon
elliptic flow, considering only the photons originating from the HG. The lines have the same meaning as those in the left panel.

v

2

is shown in the right panel of Figure 8 and there, all viscous corrections make the elliptic flow smaller, unlike the
case for the QGP. This is again a reflection of the richness of the dynamics contained in the time-dependence of ⇡µ⌫ .
Further note that the small structure at low momenta signals a crossover between two di↵erent hadronic channels
[40]. The net photon v

2

is then calculated and shown in Figure 9. Importantly, the total v
2

is a weighted average of
the individual (QGP, and HG) coe�cients, the weight being the value of the appropriate single-photon distribution.
Hence, in the computation of the final v

2

, the small QGP v

2

will get multiplied by a large emission rate, whereas
the smaller emission rate of the HG phase gets partially compensated by the larger flows. Both phases therefore
contribute to the final profiles shown in Figure 9.

D. Fluctuating initial conditions (FIC)

The recent years have witnessed a paradigm-shift in the analysis of heavy ion collision data. Up until recently,
smooth initial state distributions were mostly used in hydrodynamics analyses of relativistic nuclear collisions. These,
together with conservation laws, imply that odd-numbered expansion coe�cients in Eq. (1) vanish identically. As
discussed in the Introduction, this situation has changed with the work of Ref. [15] linking odd-numbered flow
harmonics to initial state fluctuations. The hydrodynamic simulation music with viscous corrections has recently
been modified to include FICs [8]. This has been used to make a prediction for size and momentum dependence of
the hadronic v

3

at RHIC. This prediction has been recently confirmed [41]. Here we seek to assess the importance of
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is shown in the right panel of Figure 8 and there, all viscous corrections make the elliptic flow smaller, unlike the
case for the QGP. This is again a reflection of the richness of the dynamics contained in the time-dependence of ⇡µ⌫ .
Further note that the small structure at low momenta signals a crossover between two di↵erent hadronic channels
[40]. The net photon v
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is then calculated and shown in Figure 9. Importantly, the total v
2

is a weighted average of
the individual (QGP, and HG) coe�cients, the weight being the value of the appropriate single-photon distribution.
Hence, in the computation of the final v

2

, the small QGP v

2

will get multiplied by a large emission rate, whereas
the smaller emission rate of the HG phase gets partially compensated by the larger flows. Both phases therefore
contribute to the final profiles shown in Figure 9.

D. Fluctuating initial conditions (FIC)

The recent years have witnessed a paradigm-shift in the analysis of heavy ion collision data. Up until recently,
smooth initial state distributions were mostly used in hydrodynamics analyses of relativistic nuclear collisions. These,
together with conservation laws, imply that odd-numbered expansion coe�cients in Eq. (1) vanish identically. As
discussed in the Introduction, this situation has changed with the work of Ref. [15] linking odd-numbered flow
harmonics to initial state fluctuations. The hydrodynamic simulation music with viscous corrections has recently
been modified to include FICs [8]. This has been used to make a prediction for size and momentum dependence of
the hadronic v
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at RHIC. This prediction has been recently confirmed [41]. Here we seek to assess the importance of

8

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

 0.5  1  1.5  2  2.5  3  3.5  4

E
 d

3
N

/d
3
p
 (

G
eV

-2
)

pT (GeV)

ideal hydro
viscous hydro with corrections

FIG. 7. (Color online) The net thermal photon yield, from QGP and HG sources. The ideal spectrum (i.e. using an ideal
hydrodynamics background), and the viscous spectrum (using a viscous hydrodynamics background and corrected microscopic
distribution functions) are shown as a solid and dotted line, respectively.

-0.001

 0

 0.001

 0.002

 0.003

 0.004

 0.005

 0.006

 0.5  1  1.5  2  2.5  3  3.5  4

v
2

pT (GeV)

(a)

ideal hydro
viscous hydro without corrections

viscous hydro with corrections
 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0.16

 0.18

 0.5  1  1.5  2  2.5  3  3.5  4

v
2

pT (GeV)

(b)

ideal hydro
viscous hydro without corrections

viscous hydro with corrections

FIG. 8. (Color online) Left panel: The thermal photon elliptic flow, considering only the photons originating from the QGP. As
in previous figures, the results of using ideal hydrodynamics (solid line), viscous hydrodynamics with equilibrium rates (dotted
line), and viscous hydrodynamics with �f corrections (dash-dotted line) are shown separately. Right panel: The thermal photon
elliptic flow, considering only the photons originating from the HG. The lines have the same meaning as those in the left panel.

v

2

is shown in the right panel of Figure 8 and there, all viscous corrections make the elliptic flow smaller, unlike the
case for the QGP. This is again a reflection of the richness of the dynamics contained in the time-dependence of ⇡µ⌫ .
Further note that the small structure at low momenta signals a crossover between two di↵erent hadronic channels
[40]. The net photon v

2

is then calculated and shown in Figure 9. Importantly, the total v
2

is a weighted average of
the individual (QGP, and HG) coe�cients, the weight being the value of the appropriate single-photon distribution.
Hence, in the computation of the final v

2

, the small QGP v

2

will get multiplied by a large emission rate, whereas
the smaller emission rate of the HG phase gets partially compensated by the larger flows. Both phases therefore
contribute to the final profiles shown in Figure 9.

D. Fluctuating initial conditions (FIC)

The recent years have witnessed a paradigm-shift in the analysis of heavy ion collision data. Up until recently,
smooth initial state distributions were mostly used in hydrodynamics analyses of relativistic nuclear collisions. These,
together with conservation laws, imply that odd-numbered expansion coe�cients in Eq. (1) vanish identically. As
discussed in the Introduction, this situation has changed with the work of Ref. [15] linking odd-numbered flow
harmonics to initial state fluctuations. The hydrodynamic simulation music with viscous corrections has recently
been modified to include FICs [8]. This has been used to make a prediction for size and momentum dependence of
the hadronic v

3

at RHIC. This prediction has been recently confirmed [41]. Here we seek to assess the importance of

9

 0.005

 0.01

 0.015

 0.02

 0.025

 0.03

 0.035

 0.5  1  1.5  2  2.5  3  3.5  4

v
2

pT (GeV)

ideal hydro
viscous hydro with corrections

FIG. 9. (Color online) The net thermal photon elliptic flow. The curves have the same meaning as in Figure 7.

the event-by-event fluctuations on photon observables.
For initial conditions that are not smooth, it is important to specify how the reaction plane is determined. The

“participant plane” [42] is used here. Namely, one calculates event-by-event the angle  
2

with respect to the reaction
plane defined by the impact parameter:
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where the averages are over wounded nucleon positions, (r,�), in the transverse plane. The angle  
2

then goes into
the evaluation of v

2

, with  
2

replacing  
r

in Eq. (1). Note that the initial eccentricity is maximized by the choice of
this participant plane. The studies performed here used ensembles of 50 events, leading to uncertainties of the order
of 5% on thermal photon spectra, and of the order of 15% on thermal photon v

2

. The precise value of these variations
is of course p

T

-dependent, but we find that elliptic flow does depend more strongly on the initial structure of the
energy density distribution than the momentum spectrum.

As already observed for hadrons [43] and more recently for photons [44], the lumpy initial states lead to a yield
enhancement. Again, the QGP and HG contributions are calculated separately. They are shown in the two panels
of Figure 10, and the quantitative importance of the enhancement can be judged there. As done previously, only
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this time with FICs, we plot the thermal photon v

2

for QGP and HG. This is shown in Figure 11. Finally, the net
photon spectrum and v

2

are shown in Figure 12. Clearly, in the centrality range studies in this work, the hot spots
and large gradients generated by the fluctuating initial conditions lead to a harder photon spectrum and to a larger
elliptic flow, and this remains true with the inclusion of a finite shear viscosity to entropy density ratio.
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!The net elliptic flow is a 
weighted average. A larger QGP 
yield will yield a smaller v2. 
Same story - mutatis mutandis -
for the HG

!The turnover at pT ≈ 2 GeV 
could be QGP-driven and/or 
pQCD-driven

!The net effect of viscous 
corrections makes the photon 
elliptic flow smaller, as it does 
for hadrons
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INITIAL STATE FLUCTUATIONS: A PARADIGM SHIFT IN 
HEAVY ION ANALYSES
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FIG. 6. (Color online) Positive pion average pT as a function
of rapidity y for 20-30% central Au+Au collisions from ideal
and viscous (η/s = 0.08) including resonances up to the φ-
meson.

ics are substantially more affected by the system’s shear
viscosity than v2 and hence are a much more sensitive
probe of η/s. This behavior is expected because diffu-
sive processes smear out finer structures corresponding
to higher n more efficiently than larger scale structures,
and has been pointed out previously in [18].
So far all results were obtained using initial conditions

with a Gaussian width σ0 = 0.4 fm. We now study the
effect of the initial state granularity on the flow harmon-
ics by varying σ0. Decreasing σ0 causes finer structures
to appear and hence strengthens the effect of hot spots.
This results in a hardening of the spectra as previously
demonstrated in [17]. Because we want to compare to ex-
perimental data, we readjust the slopes to match the ex-
perimental pT -spectra by modifying the freeze-out tem-
perature (see Table I).
Fig. 9 shows the dependence of vn(pT ) on the value of

σ0, which we vary from 0.2 fm to 0.8 fm. While v2 is
almost independent of σ0, higher flow harmonics show a
very strong dependence. In Fig. 10 we present the depen-
dence of the pT -integrated vn on the initial state granu-
larity characterized by σ0.
Higher flow harmonics turn out to be a more sensi-

tive probe of initial state granularity than v2. While we
are not yet attempting an exact extraction of η/s using
higher flow harmonics, our results give a first quantita-
tive overview of the effects of both the initial state gran-
ularity and η/s on all higher flow harmonics up to v5.
Comparing Figs. 7 and 9, we see that v4(pT ) obtained
from simulations using η/s = 0.16 is about a factor of 2
below the experimental result, and that decreasing σ0 by
a factor of two does not increase it nearly as much. Note
that σ0 = 0.2 fm is already a very small value given that
we assign this width to a wounded nucleon. It is hence
unlikely that a higher initial state granularity will be able
to compensate for the large effect of the shear viscosity.
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Similar arguments hold for v3(pT ).

A detailed systematic analysis of different models for
the initial state with a sophisticated description of fluc-
tuations is needed to make more precise statements on
the value of η/s. It is however clear from the present
analysis that the utilization of higher flow harmonics can
constrain models for the initial state and values of trans-
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larity characterized by σ0.
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below the experimental result, and that decreasing σ0 by
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nics in viscous simulations to the result from ideal hydrody-
namics. Results are averages over 200 single events each.

port coefficients of the quark-gluon plasma significantly.
The analysis of only elliptic flow is not sufficient for this
task, because it depends too weakly on both the initial
state granularity and η/s.
We present v2 and v3 as a function of pseudo-rapidity

in Fig. 11. The v2(ηp) result from the simulation is flat-
ter than the experimental data out to ηp ≈ 3 and then
falls off more steeply. A modified shape of the initial
energy density distribution in the ηs-direction, the inclu-
sion of finite baryon number, and inclusion of a rapidity
dependence of the fluctuations will most likely improve
the agreement.
In Fig. 12 we show results of vn(pT ) for different cen-

tralities using η/s = 0.08. Overall, all flow harmonics
are reasonably well reproduced. Deviations from the ex-
perimental data, especially of v3(pT ) in the most central
collisions indicate that our rather simplistic description
of the initial state and its fluctuations is insufficient. Im-
provements can be made by a systematic study with al-
ternative models for the fluctuating initial state based
on e.g. the color-glass-condensate effective theory (along
the lines of [60]).
Finally, the higher flow harmonics integrated over a

transverse momentum range 0.2GeV < pT < 2GeV
are shown in Fig. 13 as a function of centrality. v2 has
the strongest dependence on the centrality because it is
driven to a large part by the overall geometry. The odd
harmonics are entirely due to fluctuations as we have
discussed earlier, and hence do not show a strong depen-
dence on the centrality of the collision.

VII. SUMMARY AND CONCLUSIONS

We have demonstrated that the analysis of higher flow
harmonics within (3+1)-dimensional event-by-event vis-
cous hydrodynamics has the potential to determine trans-
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port coefficients of the QGP such as η/s much more pre-
cisely than the analysis of elliptic flow alone. We pre-
sented in detail the framework of (3+1)-dimensional vis-
cous relativistic hydrodynamics and introduced the con-
cept of event-by-event simulations, which enable us to
study quantities that are strongly influenced or even en-
tirely due to fluctuations such as odd flow harmonics.
Parameters of the hydrodynamic simulation were fixed
to reproduce particle spectra both as a function of trans-
verse momentum pT and pseudo-rapidity ηp. The studied
flow harmonics v2 to v5 were found to depend increas-
ingly strongly on the value of η/s and also on the initial
state granularity. This work does not attempt an exact
extraction of η/s of the QGP but our quantitative results
hint at a value of η/s not larger than 2/4π. The reason is
the strong suppression of v3 to v5 by the shear viscosity.
A higher granularity of the initial state counteracts this
effect, but our results indicate that this increase is not
large enough to account for η/s ≥ 2/4π. We will report
on a detailed analysis of higher flow harmonics at LHC
energies and a comparison to the experimental data in a
subsequent work.
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THE EFFECT OF FIC ON THE THERMAL PHOTON 
SPECTRUM

!FIC produces higher 
initial T (hot spots), 
and higher initial 
gradients

!FIC conditions are 
demanded by 
hadronic data (vodd)

!These lead to a 
harder spectrum, as 
for hadrons
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ALL TOGETHER: FICS + VISCOSITY

!Combined with viscous 
corrections, FIC yield an 
enhancement by ≈5 @ 4 GeV, 
and ≈2 @ 2 GeV

!Temperature estimated by 
slopes can vary considerably

!A combination of hot spots 
and blue shift hardens 
spectra

!Once pQCD photons are 
included: only modest 
changes from viscous 
corrections + FICs
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V. CONCLUSION

In this work we have sought to establish the quantitative importance of a finite shear viscosity coe�cient and of
fluctuating initial conditions on two real photon observables: the one-body spectrum and the transverse momentum
dependence of the elliptic flow coe�cient. This was done using music, a realistic 3+1D relativistic hydrodynamical
simulation. Importantly, comparisons between cases with and without viscous corrections were done using conditions
tuned to hadronic experimental data, and this was the case also for studies involving FICs. Results obtained here show
that the combined e↵ects of the viscosity and of the FICs are large enough to make their inclusion mandatory in any
attempt to quantitatively extract transport coe�cients of the hot and dense matter from thermal photon data. It was
not the point of this work to explicitly compare with experimental measurements just yet. Firstly, 3+1D relativistic
viscous hydrodynamics models are in their infancy, and systematic studies of all parameter dependences, in the spirit
of that in Ref. [45] for example, will be useful to establish a more precise quantitative link between observables and the
underlying hydrodynamics. Secondly, in what concerns the photon sources, an inclusive and consistent treatment of
all of them (pQCD photons, photons from jets interacting and fragmenting while losing energy . . . ) with and without
viscosity is still to be done. Finally, exploring the consequences of what has been found here on electromagnetic
observables at the LHC should prove interesting and relevant.

In closing, it is worth mentioning that recently the PHENIX collaboration at RHIC has extracted a direct photon
v

2

from measured data [46]. Interestingly, this analysis concludes that the direct photon elliptic flow is comparable
in magnitude to that of the ⇡

0. This large photon elliptic flow is a challenge to most approaches, but may contain

Net spectrum

Saturday, 12 October, 13



HG

Charles Gale

FICS AND THERMAL PHOTON V2
!FICs enhance v2 in this 

centrality class (0-20%), as for 
hadrons

!For hadrons measured in 
events belonging to large 
centrality, FICs will decrease 
v2

!HG elliptic flow is much larger 
than QGP elliptic flow, but 
remember net v2 is a weighted 
average
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V. CONCLUSION

In this work we have sought to establish the quantitative importance of a finite shear viscosity coe�cient and of
fluctuating initial conditions on two real photon observables: the one-body spectrum and the transverse momentum
dependence of the elliptic flow coe�cient. This was done using music, a realistic 3+1D relativistic hydrodynamical
simulation. Importantly, comparisons between cases with and without viscous corrections were done using conditions
tuned to hadronic experimental data, and this was the case also for studies involving FICs. Results obtained here show
that the combined e↵ects of the viscosity and of the FICs are large enough to make their inclusion mandatory in any
attempt to quantitatively extract transport coe�cients of the hot and dense matter from thermal photon data. It was
not the point of this work to explicitly compare with experimental measurements just yet. Firstly, 3+1D relativistic
viscous hydrodynamics models are in their infancy, and systematic studies of all parameter dependences, in the spirit
of that in Ref. [45] for example, will be useful to establish a more precise quantitative link between observables and the
underlying hydrodynamics. Secondly, in what concerns the photon sources, an inclusive and consistent treatment of
all of them (pQCD photons, photons from jets interacting and fragmenting while losing energy . . . ) with and without
viscosity is still to be done. Finally, exploring the consequences of what has been found here on electromagnetic
observables at the LHC should prove interesting and relevant.

In closing, it is worth mentioning that recently the PHENIX collaboration at RHIC has extracted a direct photon
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V. CONCLUSION

In this work we have sought to establish the quantitative importance of a finite shear viscosity coe�cient and of
fluctuating initial conditions on two real photon observables: the one-body spectrum and the transverse momentum
dependence of the elliptic flow coe�cient. This was done using music, a realistic 3+1D relativistic hydrodynamical
simulation. Importantly, comparisons between cases with and without viscous corrections were done using conditions
tuned to hadronic experimental data, and this was the case also for studies involving FICs. Results obtained here show
that the combined e↵ects of the viscosity and of the FICs are large enough to make their inclusion mandatory in any
attempt to quantitatively extract transport coe�cients of the hot and dense matter from thermal photon data. It was
not the point of this work to explicitly compare with experimental measurements just yet. Firstly, 3+1D relativistic
viscous hydrodynamics models are in their infancy, and systematic studies of all parameter dependences, in the spirit
of that in Ref. [45] for example, will be useful to establish a more precise quantitative link between observables and the
underlying hydrodynamics. Secondly, in what concerns the photon sources, an inclusive and consistent treatment of
all of them (pQCD photons, photons from jets interacting and fragmenting while losing energy . . . ) with and without
viscosity is still to be done. Finally, exploring the consequences of what has been found here on electromagnetic
observables at the LHC should prove interesting and relevant.

In closing, it is worth mentioning that recently the PHENIX collaboration at RHIC has extracted a direct photon
v
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from measured data [46]. Interestingly, this analysis concludes that the direct photon elliptic flow is comparable
in magnitude to that of the ⇡
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V. CONCLUSION

In this work we have sought to establish the quantitative importance of a finite shear viscosity coe�cient and of
fluctuating initial conditions on two real photon observables: the one-body spectrum and the transverse momentum
dependence of the elliptic flow coe�cient. This was done using music, a realistic 3+1D relativistic hydrodynamical
simulation. Importantly, comparisons between cases with and without viscous corrections were done using conditions
tuned to hadronic experimental data, and this was the case also for studies involving FICs. Results obtained here show
that the combined e↵ects of the viscosity and of the FICs are large enough to make their inclusion mandatory in any
attempt to quantitatively extract transport coe�cients of the hot and dense matter from thermal photon data. It was
not the point of this work to explicitly compare with experimental measurements just yet. Firstly, 3+1D relativistic
viscous hydrodynamics models are in their infancy, and systematic studies of all parameter dependences, in the spirit
of that in Ref. [45] for example, will be useful to establish a more precise quantitative link between observables and the
underlying hydrodynamics. Secondly, in what concerns the photon sources, an inclusive and consistent treatment of
all of them (pQCD photons, photons from jets interacting and fragmenting while losing energy . . . ) with and without
viscosity is still to be done. Finally, exploring the consequences of what has been found here on electromagnetic
observables at the LHC should prove interesting and relevant.
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!Net v2 is comparable in size to 
that with ideal medium. 
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PHOTON V2 DATA?

!Data is higher than calculation, even with e-b-e initial 
state fluctuations, and ideal hydro

!Size comparable with HG v2 25
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FIG. 8: (Color online) [Upper panel] Direct photon spectra
for 200A GeV Au+Au collisions at RHIC and for 20–40% cen-
trality bin [28] along with prompt (direct+fragmentation) and
thermal (fluctuating (FIC) and smooth (SIC) initial density
distributions) contributions. [Lower panel] v2 with (solid) and
without (dotted) the prompt photon contribution for smooth
and fluctuating IC.

C. Inclusion of prompt photons

As discussed earlier, the presence of prompt photons
in the direct photon spectrum decreases the elliptic flow.
The corrected spectra and elliptic flow taking also the
prompt photons into account are shown in Figure 8. The
PHENIX direct photon data for 200A GeV Au+Au colli-
sions at RHIC and for 20–40% centrality bin [28] is com-
pared with the prompt and thermal contributions (from
smooth and fluctuating IC) in the upper panel of Fig-
ure 8. We see from the figure that the prompt photons
from the NLO pQCD calculation start to dominate the
direct photon spectrum for pT > 4 GeV/c. The direct
(Compton+annihilation) and the fragmentation parts of
the prompt photons are shown separately.2 The fragmen-
tation part dominates over the direct part for pT < 3.5
GeV/c. We see that the thermal photons from fluctu-
ating IC (σ = 0.4 fm) added together with the prompt
photons explain the data really well in the region pT > 2
GeV/c.
The elliptic flow is now calculated by adding the

prompt contribution using the relation

v2 =
vth2 . dN th + vpr2 . dNpr

dN th + dNpr
=

vth2 . dN th

dN th + dNpr
as vpr2 ∼ 0.

(9)
In Eq. 9 vth2 and vpr2 are the elliptic flow of thermal and
prompt photons, respectively, and dN th and dNpr are
the thermal and prompt yields. Addition of prompt con-
tribution reduces the v2 from the fluctuating IC by ∼25%
at pT = 2 GeV/c and more than 50% at pT = 4 GeV/c.
The effect is larger for the v2 from smooth IC than for
the fluctuating IC, because fluctuations also increase the
total thermal photon yield at high-pT .

D. Elliptic flow and spectra at LHC

The elliptic flow of thermal photons for 2.76A TeV
Pb+Pb collisions at LHC and for 0–40% centrality bin
is shown in upper panel of Figure 9. Elliptic flow re-
sults from the fluctuating IC (v2(PP) and v2(RP)) are
compared with the result obtained from a smooth initial
state averaged IC. Similar to RHIC, fluctuations in the
IC increase the elliptic flow significantly compared to a
smooth IC in the region pT > 2 GeV/c at LHC. Thermal
photon v2 from 200A GeV Au+Au collisions at RHIC
using smooth IC is also shown for comparison. The ellip-
tic flow at LHC is little larger than at RHIC for 0–40%
centrality bin using smooth IC.
Our results for thermal photon elliptic flow from the

fluctuating IC at LHC are compared with the ALICE
preliminary direct photon v2 data [17] in the lower panel

2 Understanding that such a separation conceptually depends on
the scale choices.

Chatterjee et al. (2013)
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SOME FACTS AND SOME LEADS

!FICs are here to stay. The meaning of “initial temperature” is 
altered.

!(Some?) Room to explore systematically hydro initialization and 
parameters. This requires consistency with the hadronic data.

!Making the QGP signal larger will decrease the v2. The T=0 
photons, decrease v2.

!Early-times magnetic field effects? (Basar, Kharzeev, Skokov, 
PRL (2012))

!Is the large photon elliptic flow telling us about the dynamics? 
Baryons?

!Non-zero initial shear tensor? Primordial flow? Can we improve 
on the hydro initial states?

!Can we improve on the hydrodynamic evolution?

26
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ELLIPTIC FLOW AND SPACE-TIME DYNAMICS

28

•In a thermal fireball picture, the net photon yield is sensitive to the value of the 
acceleration parameter, and to details of the initial state. The photons do report 
on the details of the dynamics.

•How uniquely determined are these? How unique is the entire evolution?
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FIG. 6: (Color online) Same as Fig. 5 for 0-20% Au-Au collisions, but with a QGP contribution evaluated for a reduced
thermalization time of τ0 ! 0.17 fm/c translating into an average initial temperature of T0 ! 445 MeV.

emission only sets in at Tc when there is already substan-
tial flow in the system, and thus even at high momenta
the hadronic spectra are sensitive to the fireball flow field.
In the 20-40% centrality bin, the discrepancy between

the theoretical yields and the data becomes somewhat
more severe, hinting at a missing relatively soft source
(and therefore suggestive for the later hadronic phase).
One speculation at this point could be related to ω → π0γ
decays. These have been subtracted by the PHENIX col-
laboration employing mt scaling of the ω spectra with
π0’s [27], assuming ω/π0 = 1, as found in pp mea-
surements [37], as well as in 0-92% Au-Au collisions for
pt > 4 GeV. If, however, ω mesons at lower pt become
part of the chemically equilibrated medium in heavy-ion
collisions, one expects their multiplicity at given mt to
be up to 3 times larger, due their spin degeneracy. In
this case there might be a direct-photon component in
the Au-Au data at low qt ≤ 2 GeV due to some frac-
tion of final-state ω → π0γ decays which have not been
subtracted (and which would carry large v2). This possi-
bility may be worth further experimental and theoretical
study.
It is quite remarkable that the hadronic yield domi-

nates over the QGP one over the entire plotted range.
This will have obvious ramifications for the v2 of the
direct photons, which is larger in the hadronic phase.
The sub-leading role of the (early) QGP component fur-
ther implies that the effects of initial-state fluctuations
on thermal-photon production [20, 21] are diminished.
To examine the dependence of the QGP yield on the

thermalization time, we have conducted calculations with
a factor-2 reduced initial longitudinal size, z0 = 0.3 fm,
corresponding to τ0 # 0.17 fm/c as used, e.g., in Ref. [14],
cf. Fig. 6. The QGP spectra in 0-20% Au-Au collisions
increase over the z0 = 0.6 fm calculation by a factor of
1.6, 2.7 and 4.8 at qt = 2, 3 and 4 GeV, respectively, and
turn out to be in fair agreement (within ca. 30%) with
the hydrodynamic calculations reported in Ref. [14] (us-

ing smooth initial conditions). The significance of this
increase mostly pertains to momenta, qt > 2 GeV, where
a small “QGP window” reopens, but it does not signifi-
cantly affect the description of the experimental yields.
To further characterize the nature of the direct-photon

excess (i.e., beyond the pp-scaled primoridial emission),
we evaluate the effective slope parameters, Teff , of our
thermal spectra. We recall that PHENIX extracted the
effective slope of the excess radiation in their data as
Teff = 221±19stat±19syst MeV [7]. In Fig. 7 we compare
this range with the temperature evolution, T (τ), of our
fireball; they only overlap inside the QGP phase. How-
ever, when accounting for the flow-induced blue shift, as
estimated by the schematic expression for a massless par-
ticle,

Teff # T

√

1 + 〈β〉
1− 〈β〉

, (1)

the overlap with the experimental window is shifted to
significantly later in the evolution, mostly for a flow-
ing hadronic source with a restframe temperature of
T # 100-150 MeV. This suggests a reinterpretation
of the experimental slope as mainly hadronic in origin,
which, as we will see in Sec. V below, is further sup-
ported by the v2 data. An explicit fit of the slope to our
total thermal spectrum from the elliptic fireball (with
T0 = 355 MeV) in the range qt # 1 − 3 GeV yields
Teff # 240-250 MeV, which is at the upper end of the data
(consistent with the slight underestimate of the lowest-qt
datum; also note that the use of the average, 〈β〉 = 0.7βs

in Eq. (1), tends to underestimate the actual slopes, es-
pecially at high qt and βs; we noted that already when
going from the spectra in the lower panel of Fig. 4 to
the full results in the upper left panel of Fig. 5). Higher
initial temperatures are less favorable, since they result
in a further increase of the slope, e.g., by 10-15 MeV for
T0 = 445 MeV.
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FIG. 2: (Color online) Snapshots of pt spectra and v2 for pions and protons (upper panels), as well as φ mesons (lower
panels), following from our fireball evolution in 0-20% Au-Au(

√
s = 200 AGeV) collisions at thermal and chemical freezeout,

respectively. The π and p curves are for direct emission only (no resonance feeddown) with absolute normalization while the φ
yield is (re-) normalized to the data. Data are from Refs. [16, 43, 44].
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FIG. 3: (Color online) Time evolution of the inclusive elliptic
flow for 0-20% and 20-40% Au-Au(

√
s=200AGeV) collisions

within our fireball model, evaluated with either constituent-
quark or pion content of the medium.

sion at temperatures between Tch and Tfo. We do this as
described in Ref. [35], which was adopted in our previ-
ous work [9]. Most of the hydrodynamic evolutions used
for photon calculations at RHIC to date assume chem-
ical equilibrium throughout the hadronic phase. This
assumption likely leads to an appreciable underestimate
of the thermal hadronic component in the observed pho-
ton spectra, and thus of its contribution to the direct-
photon elliptic flow. For example, typical meson anni-
hilation processes such as π + ρ → π + γ (proceeding
through t- and s-channel π, ω and a1 exchanges), are
augmented by an initial pion fugacity, z3π = exp(3µπ/T )
(in Boltzmann approximation), where µπ " 100 MeV in
the vicinity of thermal freezeout, Tfo " 100 MeV. This
implies a significantly larger enhancement in photon pro-
duction in the later hadronic stages relative to the con-
servation of the hadron ratios for which the chemical po-
tentials are introduced. In other words, the faster cool-
ing of the fireball in chemical off-equilibrium relative to
the equilibrium evolution is overcompensated in the lead-
ing photon-production channels due to a “high” power of
pion densities.

van Hees, Gale, Rapp (2011)
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FICS: BEYOND GLAUBER, ADDRESSING INITIAL/PRIMORDIAL 
FLOW

29

!Several sources of quantum fluctuations:
!Fluctuations of nucleon distributions in the nuclear 

wave function
!Fluctuations of the colour charges inside a nucleon: 

Depends on the nuclear saturations scale Qs

!Using fluctuating glasma initial states: IP-Sat + CYM. 
Implementation of CGC initial state.

!Couple the IP-Glasma initial state to MUSIC
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FICS: BEYOND GLAUBER, ADDRESSING INITIAL/PRIMORDIAL 
FLOW

29

3

where ta are the generators of SU(Nc) in the fundamental
representation (The cell index j is omitted here). The
N2

c −1 equations (4) are highly non-linear and for Nc = 3
are solved iteratively.
The total energy density on the lattice at τ = 0 is given

by

ε(τ = 0) =
2

g2a4
(Nc − Re trU!) +

1

g2a4
trE2

η , (5)

where the first term is the longitudinal magnetic energy,
with the plaquette given by U j

!
= Ux

j Uy
j+x̂ U

x†
j+ŷ U

y†
j .

The explicit lattice expression for the longitudinal elec-
tric field in the second term can be found in Refs. [32, 34].
We note that the boost-invariant CYM framework ne-
glects fluctuations in the rapidity direction. Anisotropic
flow at mid-rapdity is dominated by fluctuations in the
transverse plane but fluctuations in rapidity could have
an effect on the dissipative evolution; the framework to
describe these effects has been developed [35] and will
be addressed in future work. Other rapidity dependent
initial conditions are discussed in Ref. [36].
In Fig. 1 we show the event-by-event fluctuation in

the initial energy per unit rapidity. The mean was ad-
justed to reproduce particle multiplicities after hydro-
dynamic evolution. This and all following results are for
Au+Au collisions at RHIC energies (

√
s = 200AGeV) at

midrapidity. The best fit is given by a negative binomial
(NBD) distribution, as predicted in the Glasma flux tube
framework [37]; our result adds further confirmation to a
previous non-perturbative study [38]. The fact that the
Glasma NBD distribution fits p+p multiplicity distribu-
tions over RHIC and LHC energies [24] lends confidence
that our picture includes fluctuations properly.
We now show the energy density distribution in the

transverse plane in Fig. 2. We compare to the MC-KLN
model and to an MC-Glauber model that was tuned to
reproduce experimental data [4, 8]. In the latter, for ev-
ery participant nucleon, a Gaussian distributed energy
density is added. Its parameters are the same for ev-
ery nucleon in every event, with the width chosen to be
0.4 fm to best describe anisotropic flow data. We will
also present results for a model where the same Gaus-
sians are assigned to each binary collision. The resulting
initial energy densities differ significantly. In particular,
fluctuations in the IP-Glasma occur on the length-scale
Q−1

s (x⊥), leading to finer structures in the initial energy
density relative to the other models. As noted in [25],
this feature of CGC physics is missing in the MC-KLN
model.
We next determine the participant ellipticity ε2 and

triangularity ε3 of all models. Final flow of hadrons vn is
to good approximation proportional to the respective εn
[39], which makes these eccentricities a good indicator of
what to expect for vn. We define

εn =

√

〈rn cos(nφ)〉2 + 〈rn sin(nφ)〉2
〈rn〉

, (6)

FIG. 2. (Color online) Initial energy density (arbitrary units)
in the transverse plane in three different heavy-ion collision
events: from top to bottom, IP-Glasma, MC-KLN and MC-
Glauber [8] models.

where 〈·〉 is the energy density weighted average. The re-
sults from averages over ∼ 600 events for each point plot-
ted are shown in Fig. 3. The ellipticity is largest in the
MC-KLN model and smallest in the MC-Glauber model
with participant scaling of the energy density (Npart).
The result of the present calculation lies in between,
agreeing well with the MC-Glauber model using binary
collision scaling (Nbinary). We note however that this
agreement is accidental; binary collision scaling of eccen-
tricities, as shown explicitly in a previous work applying
average CYM initial conditions [40], does not imply bi-
nary collision scaling of multiplicities.
The triangularities are very similar, with the MC-KLN

result being below the other models for most impact pa-
rameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There
is no parameter dependence of eccentricities and trian-
gularities in the IP-Glasma results shown in Fig. 3. It
is reassuring that both are close to those from the MC-
Glauber model because the latter is tuned to reproduce
data even though it does not have dynamical QCD fluc-
tuations.
We have checked that our results for ε2, ε3 are insensi-

IP-Glasma

MC-KLN

Glauber

IP-Glasma initial states show 
structure absent in Glauber
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IP-GLASMA + MUSIC
EFFECT ON HADRONIC OBSERVABLES

!Flow harmonics reproduced up to v5 at RHIC and LHC
!Distributions of vn at LHC:
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FIG. 7. (Color online) Comparison of vn(pT ) at RHIC using
constant η/s = 0.12 and a temperature dependent η/s(T ) as
parametrized in [33]. Experimental data by the PHENIX [1]
(open symbols) and STAR [35] (preliminary, filled symbols)
collaborations. Bands indicate statistical errors.
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FIG. 8. (Color online) v1(pT ) compared to experimental data
from the ALICE [37] and ATLAS [38] collaborations.

not necessarily the only explanation. In fact, for RHIC
energies, calculated pion spectra also underestimate the
data for pT < 300MeV but v1(pT ) is well reproduced.
We present event-by-event distributions of v2, v3, and

v4 compared to results from the ATLAS collaboration
[40, 41] in Fig. 9. We chose 20-25% central events be-
cause eccentricity distributions from neither MC-Glauber
nor MC-KLN models agree with the experimental data
in this bin [41]. To compare data with the distribution
of initial eccentricities [42] from the IP-Glasma model
and the final vn distributions after hydrodynamic evolu-
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FIG. 9. (Color online) Scaled distributions of v2, v3, and v4
(from top to bottom) compared to experimental data from
the ATLAS collaboration [40, 41]. 1300 events. Bands are
systematic experimental errors.

tion, we scaled the distributions by their respective mean
value. We find that the initial eccentricity distributions
are a good approximation to the distribution of experi-
mental vn. Only for v4 (and less so for v2) the large vn
end of the experimental distribution is much better de-
scribed by the hydrodynamic vn distribution than the εn
distribution. This can be explained by non-linear mode
coupling becoming important for large values of v2 and
v4.

In summary, we have shown that the IP-
Glasma+music model gives very good agreement
to multiplicity and flow distributions at RHIC and LHC.
By including properly sub-nucleon scale color charge
fluctuations and their resulting early time CYM dynam-
ics, this model significantly extends previous studies in
the literature [19, 36, 43–47]. Omitted in all studies
including ours is the stated dynamics of instabilities and
strong scattering in over-occupied classical fields that

!Initial eccentricity 
distributions a good 
approximation to vn’s

!IP-Glasma + MUSIC 
provides consistent flow 
systematics at RHIC & 
LHC

!Investigating the effects 
on EM variables

Gale, Jeon, Schenke, Tribedy, Venugopalan
PRL (2013)
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Is the hydrodynamic modeling complete?

!In the last ~5-8 years, relativistic hydrodynamics has 
undergone a revolution
! 3D
! 3D - Shear viscosity
! 3D - Shear viscosity - Fluctuating initial conditions
! 3D - Shear viscosity - Fluctuating initial conditions also in y

!What’s left?

31
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• measure bulk viscosity 
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• constrain initial state
  and its fluctuations 
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2014

Important experimental and theoretical developments Increasing precision
 of key observable

Huovinen et al. (2001) Phys.Lett.B503, 58

Luzum, Romatschke (2008) Phys.Rev.C78, 034915

d/s=0.08
20-30%

 v2
 v3
 v4
 v5

 PHENIX v2
 PHENIX v3
 PHENIX v4

Schenke et al. (2012) Phys.Rev.C85, 024901

2022 2022
 2

Early success of hydrodynamics missing physics 
of lattice QCD equation of state and viscosity.

Bounds on shear viscosity but large uncertainties
from initial conditions.

Higher moments constrain viscosity and fluctuating 
initial conditions better, but temperature dependence 
of Ѡ/s is not yet determined.
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Figure 1: Timeline of important experimental and theoretical developments leading towards increasingly
precise understanding of flow, transport properties of the quark-gluon plasma, and the initial state
and its fluctuations. The three key figures are taken from [115, 71, 116]. On the right, the increasing
precision in one key observable, the shear viscosity to entropy density ratio ⌘/s near its minimal value,
is illustrated. Shown results were obtained in [117] (pQCD) [34] (AdS/CFT limit) [118, 119, 120]
(lattice QCD - pure glue at ⇠ 1.6Tc, 1.24Tc, and 1.58Tc, respectively) [121, 122] (ideal hydrodynamics)
[123, 124] (perturbative QCD/kinetic theory) [125, 71, 126, 105] (viscous hydrodynamics constrained
by flow measurements).
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T µν = −Pgµν +ωuµuν + ΔT µν

A general form for the dissipative terms:

ΔT µν =η Δµuν + Δνuµ( ) + 2
3
η −ζ⎛

⎝⎜
⎞
⎠⎟ H

µν ∂ρu
ρ − χ(H µαuν + H ναuν )Qα

No simulation incorporates all of these
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BULK VISCOSITY?

32

ζ ≈15η 1
3
− cs

2⎛
⎝⎜

⎞
⎠⎟
2

S. Weinberg, Ap. J (1971)

 
ζ  2η 1

3
− cs

2⎛
⎝⎜

⎞
⎠⎟ A. Buchel, Phys. Lett. (2008)

Bulk viscosity vanishes in conformal fluids. QCD is 
only very approximately conformal:
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FIG. 5: The trace anomaly calculated in lattice QCD with p4 and asqtad actions on Nτ = 6 and
8 lattices compared with the parametrization given by Eqs. (4.2) and (4.3). The solid, dotted

and dashed lines correspond to parametrizations s95p−v1, s95n−v1 and s90f−v1 respectively, as
discussed in the text.
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FIG. 6: The pressure, energy density (left panel) and speed of sound (right panel) in the equations

of state obtained from Eqs. (4.2) and (4.3). The vertical lines indicate the transition region (see
text). In the right panel we also show the speed of sound for the HRG EoS and EoS with first
order phase transition (thin dotted) line, the EoS Q

hadron gas, and its minimum value is that of HRG speed of sound3. It is quite simple to
understand why this happens: To achieve smaller speed of sound than the speed of sound in
hadron gas, the trace anomaly should be larger than in HRG. As one can see in Fig. 4, the
present lattice data clearly disfavors such a scenario. In Figure 6 we indicate the transition
region from hadronic matter to deconfined state by vertical lines. We define the transition

3 Similar EoS was presented already in Refs. [45, 46].
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Huovinen & Petreczky

Equation of state

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 100  150  200  250  300  350  400  450  500
T [MeV]

cs
2

Ideal Gas

Lattice

� ⇠ 0.25⇥

K. Dusling
Saturday, 12 October, 13



Charles Gale

BULK VISCOSITY?
!Quantifies deviations from equilibrium, when the 

fluids expands or contracts more quickly than the 
time needed to relax back to equilibrium

33

δ f
f0
~ pT

2 1
3
− cs

2⎛
⎝⎜

⎞
⎠⎟
2

(∂µu
µ )

Relaxation Time Approximation, 
Dusling & Schäfer (2012)

ΔT µν =η Δµuν + Δνuµ( ) + 2
3
η −ζ⎛

⎝⎜
⎞
⎠⎟ H

µν ∂ρu
ρ − χ(H µαuν + H ναuµ )Qα

δ f
f0
~ζ ∂µu

µ( ) α + β u ⋅ k + γ (u ⋅ k)2⎡⎣ ⎤⎦
Modified Moment Expansion
Noronha-Hostler, Denicol, et al., (2013)

!Acts as a “negative pressure”
P→ P − Π
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BULK VISCOSITY EFFECTS ON HADRON SPECTRA @ RHIC

34

where the prefactors Di and Bi are functions of Jmn and J̃mn. One cannot take the scalar term in
(3) because that induces a change of the sign in the bulk pressure-related prefactors D0, B0 and
B̃0 which causes divergence in the case of the 16-component hadron resonance gas discussed
later. Note here that (i) information of all the components in the gas comes into the viscous
modification of a particle species through the transport coefficients, Jmn’s and J̃mn’s, and (ii) if
one takes the quadratic ansatz in Ref. [6], i.e., εµν = C1πµν + C2∆µνΠ, the system becomes
thermodynamically unstable because the matching conditions are not satisfied.

3. Results
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Figure 1: Effects of bulk viscosity on (a) pT -spectra and (b) elliptic flow coefficients v2(pT ) for the negative pion. Solid,
dotted, and dashed lines are, respectively, the results without any viscous corrections, with the effect of bulk viscosity
with α = 15/2 and with α = 15. The thick(thin) lines show that the absolute value of the ratio of the correction to the
ideal spectrum is smaller(larger) than 0.5.

One needs models for the equation of state (EoS), the macroscopic variables and profiles of
the flow and the hypersurface to estimate the effects of δ f on particle spectra. We consider 16-
component hadron resonance gas for the EoS, which has mesons and baryons with the mass up
to ∆(1232). The bulk pressure is estimated with the Navier-Stokes limit, i.e., Π = −ζ∂µuµ where
the models of bulk and shear viscosity are ζ = α(c2s− 13 )

2η [7, 8, 9] and η = s
4π [10]. Here s and cs

are the entropy density and the sound velocity, respectively. α is a free parameter. The freezeout
temperature T f is set to 0.160 GeV where η = 1.31×10−3 GeV3 and ζ = 4.37×10−4 GeV3 when
α = 15. The flow and the hypersurface are taken from a (3+1)-dimensional ideal hydrodynamic
simulation [1, 2] in Au+Au collisions at √sNN = 200 GeV where the impact parameter is 7.2 fm.
It should be noted again that what we estimate here is not the distortion of the flow δuµ but the
viscous corrections through the modification of the distribution δ f at freezeout. For numerical
estimations we employ the zero net baryon density limit, which is well justified for the hot QCD
matter at RHIC. We do not have to worry about the loss of the Landau matching condition of
the baryon number flux because the condition still yields a finite relation even in the limit of
vanishing chemical potential [5].

We estimate the particle spectra of negative pion with massm = 0.139GeV using the Cooper-
Frye formula (1) without changes of flow velocity nor freezeout hypersurface from the ideal
hydrodynamic results. The bulk viscosity lowers the mean pT of the particle spectra, 〈pT 〉,
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FIG. 4. The π+ spectra dN/(2πpTdpT ) for 0− 5% and 20− 30% centrality classes. The ideal fluid case is shown in a solid blue
line, the result in the case where effects of bulk viscosity are included only on the hydrodynamical evolution but not on the
freeze-out is shown by the short dashed black line while the long dashed black curve includes bulk effects on both the hydro
evolution and freeze-out.

dashed curves include the effects of bulk viscosity only on the hydrodynamical evolution (i.e., δf=0 at freeze-out) and
the long dashed curve takes into account the effects of bulk viscosity both in the hydro evolution and at freeze-out.
Note that, similarly to what is generally seen in the case of shear viscosity [67], when the contribution from δf is

not included in the Cooper-Frye procedure the overall effect of bulk viscosity on the differential flow anisotropies is
small, with basically no deviation from the ideal fluid result. On the other hand, when one considers the additional
non-equilibrium correction δf there is a universal enhancement in the vn’s regardless of centrality class, mostly above
pT = 1 GeV. The effect is most significant in non-central collisions. Thus, bulk viscosity affects higher order flow
harmonics in the opposite way that shear viscosity does. In fact, while shear viscosity suppresses vn(pT ), bulk viscosity
actually enhances it. One could expect that in the case where both shear and bulk viscosity are included in event
by event simulations there could be some competition between the two effects. This interesting question is left for a
future study.
In Fig. 6 we show our results for the integrated vn coefficients for the two centrality classes. The plot shows vn

divided by the corresponding ideal fluid result as a function of the mode number n. For the bulk viscosity and
relaxation time coefficients used in this work, we found that the integrated vn’s computed in the viscous fluid are
only slightly lower than those found for the ideal fluid, for both centrality classes. This indicates that the value of
ζ/s chosen in this work is small and does not affect the fluid 4-velocity and temperature by much.
On the other hand, as one increases the bulk viscosity coefficient the viscous effects on the integrated vn can become

large (when compared to the ideal fluid solution, videaln ). In Fig. 7 we show the ratio vn/videaln computed for several
values of ζ/s. This simulation was performed for an initial condition constructed from an average over 150 MC
Glauber events taken from the 20–30% centrality class. Note that, even though this initial condition is considerably
smoother than the usual MC Glauber one, it still has a finite v3 and v5. Also, the integrated vn’s showed in Fig. 7
were computed without the δf correction. We remark that the δf correction has a very small effect on integrated
flow harmonics and should not contribute much for this plot. One can see that, when the ζ/s taken from Eq. (7) is
multiplied by 8 (leaving it with approximately the same magnitude as the shear viscosity coefficient, ζ/s ∼ 0.08) the
flow harmonics are considerably reduced by bulk viscosity. If we multiply it by 16, the effect is even greater. This
result indicates that, if the order of magnitude of the bulk viscosity is close to the one expected for the shear viscosity
(as may happen in the hadronic phase), it is not a good approximation to neglect it.
We did not compute vn (pT ) for such larger values of ζ/s because the δf correction (for any of the δf ’s discussed in

this paper) becomes too large and, consequently, renders the resulting calculation meaningless. This indicates several
possibilities: 1) the bulk viscous δf ’s computed so far in the field are still not precise enough 2) the bulk viscosity
coefficient is actually very small, and/or 3) the δf originating from shear viscosity will cancel the one from bulk,
allowing for larger values of bulk viscosity to be used even for the currently existing δf ’s. From the results of this
paper, we are not able to state which of the above is actually true.

VI. CONCLUSIONS

In this paper we used the newly developed, Lagrangian 2+1 viscous hydrodynamic code v-USPhydro to study the
effects of bulk viscosity on the collective flow harmonics observed in ultrarelativistic heavy ion collisions. We found
that flow harmonics can be significantly affected by bulk viscosity effects even in the case where the maximum of the
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Figure 6: Transverse momentum spectra of pions, protons (left panel), as well as kaons and
lambda baryons (right panel). The solid lines correspond to shear viscosity only, and the
dashed lines show the result for shear and bulk viscosity with η/s = 0.16 and ζ/s = 0.005.

for meson (baryon) resonances approximately twice (2.5 times) larger than that of pions near
the transition temperature.

In the following we will use the ansatz in eq. (102) and choose χa
0 for each meson and

baryon species to be a constant multiple Cm and Cb of χπ
0 ,

χa
0 =







χπ
0 Pions

Cm × χπ
0 Mesons

Cb × χπ
0 Baryons

. (106)

Due to the strong ρ → 2π reaction rate we expect the ρ and π mesons to be in relative
chemical equilibrium. This suggests that µρ = 2µπ and therefore Cm ≈ 2. Additionally, the
average pion multiplicity in the strong pp → nπ reaction is n ∼ 5 [49], so that 2µN ≈ 5µπ

and therefore Cb ≈ 2.5. These numbers are in good agreement with results obtained by
Goity [45]. The remaining coefficient χπ

0 is related to the bulk viscosity via eq. (104)

ζ = χπ
0

∑

a

νaCaFa where Ca =







1 Pions
Cm Mesons
Cb Baryons

. (107)

We emphasize that in a complete calculation that includes inelastic rates such as NN̄ → 5π
the value of ζ is completely determined by microscopic dynamics. Without microscopic
information about inelastic rates we can place bounds on χπ

0 from the observed spectra, and
then extract bounds on ζ from eq. (107).

Details of the hydrodynamic simulation are described in appendix A. We use the same
initial conditions and impact parameter as in the case of the pure QGP simulation. The
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where the prefactors Di and Bi are functions of Jmn and J̃mn. One cannot take the scalar term in
(3) because that induces a change of the sign in the bulk pressure-related prefactors D0, B0 and
B̃0 which causes divergence in the case of the 16-component hadron resonance gas discussed
later. Note here that (i) information of all the components in the gas comes into the viscous
modification of a particle species through the transport coefficients, Jmn’s and J̃mn’s, and (ii) if
one takes the quadratic ansatz in Ref. [6], i.e., εµν = C1πµν + C2∆µνΠ, the system becomes
thermodynamically unstable because the matching conditions are not satisfied.

3. Results
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Figure 1: Effects of bulk viscosity on (a) pT -spectra and (b) elliptic flow coefficients v2(pT ) for the negative pion. Solid,
dotted, and dashed lines are, respectively, the results without any viscous corrections, with the effect of bulk viscosity
with α = 15/2 and with α = 15. The thick(thin) lines show that the absolute value of the ratio of the correction to the
ideal spectrum is smaller(larger) than 0.5.

One needs models for the equation of state (EoS), the macroscopic variables and profiles of
the flow and the hypersurface to estimate the effects of δ f on particle spectra. We consider 16-
component hadron resonance gas for the EoS, which has mesons and baryons with the mass up
to ∆(1232). The bulk pressure is estimated with the Navier-Stokes limit, i.e., Π = −ζ∂µuµ where
the models of bulk and shear viscosity are ζ = α(c2s− 13 )

2η [7, 8, 9] and η = s
4π [10]. Here s and cs

are the entropy density and the sound velocity, respectively. α is a free parameter. The freezeout
temperature T f is set to 0.160 GeV where η = 1.31×10−3 GeV3 and ζ = 4.37×10−4 GeV3 when
α = 15. The flow and the hypersurface are taken from a (3+1)-dimensional ideal hydrodynamic
simulation [1, 2] in Au+Au collisions at √sNN = 200 GeV where the impact parameter is 7.2 fm.
It should be noted again that what we estimate here is not the distortion of the flow δuµ but the
viscous corrections through the modification of the distribution δ f at freezeout. For numerical
estimations we employ the zero net baryon density limit, which is well justified for the hot QCD
matter at RHIC. We do not have to worry about the loss of the Landau matching condition of
the baryon number flux because the condition still yields a finite relation even in the limit of
vanishing chemical potential [5].

We estimate the particle spectra of negative pion with massm = 0.139GeV using the Cooper-
Frye formula (1) without changes of flow velocity nor freezeout hypersurface from the ideal
hydrodynamic results. The bulk viscosity lowers the mean pT of the particle spectra, 〈pT 〉,
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FIG. 4. The π+ spectra dN/(2πpTdpT ) for 0− 5% and 20− 30% centrality classes. The ideal fluid case is shown in a solid blue
line, the result in the case where effects of bulk viscosity are included only on the hydrodynamical evolution but not on the
freeze-out is shown by the short dashed black line while the long dashed black curve includes bulk effects on both the hydro
evolution and freeze-out.

dashed curves include the effects of bulk viscosity only on the hydrodynamical evolution (i.e., δf=0 at freeze-out) and
the long dashed curve takes into account the effects of bulk viscosity both in the hydro evolution and at freeze-out.
Note that, similarly to what is generally seen in the case of shear viscosity [67], when the contribution from δf is

not included in the Cooper-Frye procedure the overall effect of bulk viscosity on the differential flow anisotropies is
small, with basically no deviation from the ideal fluid result. On the other hand, when one considers the additional
non-equilibrium correction δf there is a universal enhancement in the vn’s regardless of centrality class, mostly above
pT = 1 GeV. The effect is most significant in non-central collisions. Thus, bulk viscosity affects higher order flow
harmonics in the opposite way that shear viscosity does. In fact, while shear viscosity suppresses vn(pT ), bulk viscosity
actually enhances it. One could expect that in the case where both shear and bulk viscosity are included in event
by event simulations there could be some competition between the two effects. This interesting question is left for a
future study.
In Fig. 6 we show our results for the integrated vn coefficients for the two centrality classes. The plot shows vn

divided by the corresponding ideal fluid result as a function of the mode number n. For the bulk viscosity and
relaxation time coefficients used in this work, we found that the integrated vn’s computed in the viscous fluid are
only slightly lower than those found for the ideal fluid, for both centrality classes. This indicates that the value of
ζ/s chosen in this work is small and does not affect the fluid 4-velocity and temperature by much.
On the other hand, as one increases the bulk viscosity coefficient the viscous effects on the integrated vn can become

large (when compared to the ideal fluid solution, videaln ). In Fig. 7 we show the ratio vn/videaln computed for several
values of ζ/s. This simulation was performed for an initial condition constructed from an average over 150 MC
Glauber events taken from the 20–30% centrality class. Note that, even though this initial condition is considerably
smoother than the usual MC Glauber one, it still has a finite v3 and v5. Also, the integrated vn’s showed in Fig. 7
were computed without the δf correction. We remark that the δf correction has a very small effect on integrated
flow harmonics and should not contribute much for this plot. One can see that, when the ζ/s taken from Eq. (7) is
multiplied by 8 (leaving it with approximately the same magnitude as the shear viscosity coefficient, ζ/s ∼ 0.08) the
flow harmonics are considerably reduced by bulk viscosity. If we multiply it by 16, the effect is even greater. This
result indicates that, if the order of magnitude of the bulk viscosity is close to the one expected for the shear viscosity
(as may happen in the hadronic phase), it is not a good approximation to neglect it.
We did not compute vn (pT ) for such larger values of ζ/s because the δf correction (for any of the δf ’s discussed in

this paper) becomes too large and, consequently, renders the resulting calculation meaningless. This indicates several
possibilities: 1) the bulk viscous δf ’s computed so far in the field are still not precise enough 2) the bulk viscosity
coefficient is actually very small, and/or 3) the δf originating from shear viscosity will cancel the one from bulk,
allowing for larger values of bulk viscosity to be used even for the currently existing δf ’s. From the results of this
paper, we are not able to state which of the above is actually true.

VI. CONCLUSIONS

In this paper we used the newly developed, Lagrangian 2+1 viscous hydrodynamic code v-USPhydro to study the
effects of bulk viscosity on the collective flow harmonics observed in ultrarelativistic heavy ion collisions. We found
that flow harmonics can be significantly affected by bulk viscosity effects even in the case where the maximum of the
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Figure 6: Transverse momentum spectra of pions, protons (left panel), as well as kaons and
lambda baryons (right panel). The solid lines correspond to shear viscosity only, and the
dashed lines show the result for shear and bulk viscosity with η/s = 0.16 and ζ/s = 0.005.

for meson (baryon) resonances approximately twice (2.5 times) larger than that of pions near
the transition temperature.

In the following we will use the ansatz in eq. (102) and choose χa
0 for each meson and

baryon species to be a constant multiple Cm and Cb of χπ
0 ,

χa
0 =







χπ
0 Pions

Cm × χπ
0 Mesons

Cb × χπ
0 Baryons

. (106)

Due to the strong ρ → 2π reaction rate we expect the ρ and π mesons to be in relative
chemical equilibrium. This suggests that µρ = 2µπ and therefore Cm ≈ 2. Additionally, the
average pion multiplicity in the strong pp → nπ reaction is n ∼ 5 [49], so that 2µN ≈ 5µπ

and therefore Cb ≈ 2.5. These numbers are in good agreement with results obtained by
Goity [45]. The remaining coefficient χπ

0 is related to the bulk viscosity via eq. (104)

ζ = χπ
0

∑

a

νaCaFa where Ca =







1 Pions
Cm Mesons
Cb Baryons

. (107)

We emphasize that in a complete calculation that includes inelastic rates such as NN̄ → 5π
the value of ζ is completely determined by microscopic dynamics. Without microscopic
information about inelastic rates we can place bounds on χπ

0 from the observed spectra, and
then extract bounds on ζ from eq. (107).

Details of the hydrodynamic simulation are described in appendix A. We use the same
initial conditions and impact parameter as in the case of the pure QGP simulation. The
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•Spectra are systematically softer 
•Details depend on the scheme to implement the 

viscosity correction(s)
•Some cancellation between shear and bulk effects
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CONCLUSIONS

• The status of EM rates and their integration in 
dynamical models is still in flux

• Photon v2 is sensitive to the EOS, and to various 
hydro parameters such as viscosity, and initial 
conditions (time and FICs). Current v2 data: new 
physics? Measuring photon v3, vn at RHIC and LHC 
will help complete this picture

• FICs and viscosity(ies) make a difference in photon 
(and dilepton) characterization of the HICs: one 
must be consistent with hadronic data

• Jet-plasma photons need to be included: MARTINI
• Known unknowns: pre-equilibrium radiation
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