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Optimizing Compute Cluster Efficiency with 
Reinforcement Learning



2 AI Projects
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1. PR code review assistance with CodeRabbit.ai 
(GPT-4/3.5) & Pearbot (local models).
 
→ Focus on LLM usage & tooling.

2. Train a model with Reinforcement Learning to 
suggest cluster job scheduling based on the 
electricity price predictions.

→ Focus on model training with     
Reinforcement Learning.

in the SDE group



LLMs for Enhanced Code Review
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Pearbot: CodeRabbit:

https://coderabbit.ai/
● AI-based Pull Request reviewer via a Github/Gitlab App.
● Combination of various OpenAI models.
● Previously open source, now a closed project.
● Free to use for open source projects.

https://github.com/GSI-HPC/pearbot
● GitHub App for reviewing Pull Requests.
● Local execution mode for diffs or annotated commits.
● Agent ensemble approach for improved results.
● Customizable model(s) via the ollama setup.
● Execution on low-end hardware and/or without GPU.
● Customizable prompt(s).

https://coderabbit.ai/
https://github.com/GSI-HPC/pearbot
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CodeRabbit
Interesting Results

+ Unbiased, 24/7, scalable, multi-lingual, customizable, with 
a broad knowledge base, can be kept up-to date with new 
data.

+ Good at identifying logical errors early, that other 
automated tools or even human review may overlook.

+ Can potentially reduce the time and resources needed for 
code reviews.

- May produce unnecessary output, when no actionable 
changes are necessary or such are not deduced by the 
model.

- Weaker models easily dive into hallucinations.
- Limited understanding of complex projects.
- Potential for false positives, flagging issues that aren't 

actually problematic.
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https://www.llama.com/docs/how-to-guides/prompting/

Pearbot
Quality Improvements

1. Multi-Agent Initial Reviews:
○ Multiple AI models generate initial code reviews.

2. Reflection[1][2] by a “decider” Agent:
○ A separate, potentially more advanced model analyzes 

the initial reviews.
○ This agent synthesizes and refines the feedback from 

multiple sources, rejects potentially less impactful 
comments.

○ It prioritizes the most important issues and 
suggestions.

○ The reflection step helps in producing a more 
comprehensive and coherent final review.

3. Prompt improvements:
○ Specific & useful code review examples.
○ Examples include Chain-of-Thought[3] type of 

reviews, that include some reasoning why the 
suggestions would be good.

Li, Junyou, et al. "More agents is all you need." arXiv preprint arXiv:2402.05120 (2024). https://doi.org/10.48550/arXiv.2402.05120

[1] Madaan, Aman, et al. "Self-refine: Iterative refinement with self-feedback." Advances in Neural Information Processing Systems 36 (2024). https://doi.org/10.48550/arXiv.2303.17651
[2] Shinn, Noah, et al. "Reflexion: Language agents with verbal reinforcement learning." Advances in Neural Information Processing Systems 36 (2024). https://doi.org/10.48550/arXiv.2303.11366

[3] Wei, Jason, et al. "Chain-of-thought prompting elicits reasoning in large language models." Advances in neural information processing systems 35 (2022). https://doi.org/10.48550/arXiv.2201.11903
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Pearbot
Backend

ollama[3] (via python lib and HTTP request): 
open-source large language model server, 

written in Go, backed by llama.cpp[4] (C++):
● Efficient serving of large language models
● CPU/GPU/CPU+GPU hybrid inference to 

partially accelerate models larger than the 
total VRAM capacity

● Supports many model architectures:
llama, gemma2, qwen2, …

● Support for multitude of model 
quantization techniques and precisions for 
faster inference and reduced memory use

● Usage Metrics
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Cluster Job Scheduling with Reinforcement Learning (RL)

Schedule jobs when electricity prices are lower and/or 
electricity is “greener”.

The RL approach could be beneficial if:

● There are complex job dependencies/patterns.
● Electricity prices are volatile.
● Need to optimize for many variables simultaneously.
● Lots of historical data.

https://energy-charts.info/charts/price_spot_market/chart.htm?l=en&c=DE

Idea
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Cluster Job Scheduling with Reinforcement Learning
Concepts

https://gymnasium.farama.org/introduction/basic_usage/

Agent:

● Scheduling advisor

Environment:

● Cluster

Observations:

● Nodes & their states
● Job queue
● Predicted prices

Actions:

● Turn nodes on / off.

Reward:

● Processing jobs during favorable times.
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Cluster Job Scheduling with Reinforcement Learning

https://gymnasium.farama.org/

Tools

https://github.com/DLR-RM/stable-baselines3
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Cluster Job Scheduling with Reinforcement Learning
Some early results WORK IN PROGRESS


