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●                  Some Basic Hydrodynamics



•

•

•   Hydrodynamic equations are derivable from

•   microscopic kinetic equations (Liouville, Boltzmann)

•   under two assumptions

•

•          (i)   microscopic behaviour of single particles                  
               can be neglected   (λ

fmp
 << L)

•

•          (ii)  forces between particles do saturate                         
                (short range forces!) 

•                  ---> gravity must be treated as external force!



•

• hydrodynamic approximation holds   

•   --> set of conservation laws

•            simplest case:  single, ideal, non-magnetic                   
                                    fluid; no external forces 

•

mass: ∂ϱ
∂ t

+∇⋅(ϱ v⃗) = 0

momentum: ∂ϱ v⃗
∂ t

+∇⋅(ϱ v⃗ v⃗+p I) = 0

energy: ∂ϱ E
∂ t

+∇⋅([ϱE+p] v⃗) = 0

hyperbolic 
system of 
PDEs



•

• hydrodynamic approximation holds                                          
 

•    general case:  additional equations and/or

•                            additional source terms 

•    describe effects due to  

•            viscosity (e.g., accretion disks)

•            reactions (e.g., nuclear burning, non-LTE ionization)

•            conduction (e.g., cooling of WD & NS; ignition of SNe Ia) 

•            radiation transport (e.g., stars: photons; CCSNe: neutrinos)  

•            magnetic fields (e.g.,  stars, jets, pulsars, accretion disks)

•            self-gravity (stars, galaxies, Universe)

•            relativity (jets, NS, BH, GRB) 



•

•  viscous  self-gravitating  flow             

•

•    

•

∂ϱ
∂ t

+∇⋅(ϱ v⃗) = 0
mass:

∂ϱ v⃗
∂ t

+∇⋅(ϱ v⃗ v⃗+p I−π) = −ϱ ∇ Φ
momentum:

ΔΦ = 4π Gϱ
Poisson equation

energy: ∂ϱ E
∂ t

+∇⋅[(ϱE+p) v⃗+h⃗−π v⃗] = −ϱ v⃗ ∇ Φ



•

•

• Astrophysical applications:

•   -   viscosity & heat conduction often negligibly small              
        (except in shock waves)

•          -->  inviscous Euler eqs instead of viscous                      
               Navier-Stokes eqs are solved

•

•

•   -   numerical methods posses numerical viscosity                  
         (depending on grid resolution)    

•          --> strange situation: 

•                One tries to solve inviscous Euler eqs, but                
               instead solves a viscous variant, different                 
               from Navier-Stokes eqs !! 



•

•

• hydrodynamic equations are incomplete                                  
    (closure relation missing)   

•    --->   equation of state required to close system

•                   p = p( ,T) ,   ϱ ε = ε( ,T)ϱ

•

•

•  discontinuous solutions of Euler equations exist                     
     (weak solutions: shocks, contact discont.)    

•    --->   conservation laws in integral form 

•             jump conditions (Rankine-Hugoniot)



•

•

• flows characterizable by dimensionless numbers   

•    

•  Reynolds number:  Re = uL/ν    (ν kinematic viscosity)                
•      measures relative strength of inertia & dissipation; often                     

     very large in astrophysics (>1010)

•      for all flows there exists a critical Reynolds number,                           
    

•

•

•

•  Prandtl number:     Pr = ν/κ          (σ: conductivity) 

•      measures relative strength of dissipation & conduction

above critical Reynolds number flow becomes turbulent         
        --->   Large Eddy Simulations (for star)



●

●

●

●

●         The Art of Computational Fluid Dynamics
●

●                                  
●                                     or
●

●              For every complex beautiful simulation result                     
                there exists a simple, elegant, convincing,                       
                          wrong physical explanation                                     
                            (adapted  from Thomas Gould)



●

●

● Hydrodynamic equations:                                                         
    non--linear system of 1st order PDEs

●

●    one way to solve equations:    
●       discretization in space & time  
●           PDEs  --->  set of coupled algebraic eqs 
●              finite difference (FD), finite volume (FV),                            

              method of lines (MOL) 

●    
●      introduces unavoidable errors
●          --> It is crucial to use methods, which minimize              

               the errors!            



•              

numerical diffusion

numerical dispersion
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●                                                                                                           
HD equations can be formulated with respect to                              
  two distinct classes of coordinate systems                                     
   

● Eulerian  <===>  fixed coordinates  (time independent)

●      disadvantage:   :numerical diffusion                                            
                                due to nonlinear advection terms  (v grad )

●

● Lagrangian  <===>  comoving coordinates      

●                                 (moving with the fluid/gas)

●      advantage:         no numerical diffusion of mass, etc

●      disadvantage:    grid tangling  (in case of shear or vortex flow)

●                                  -->  rezoning required which causes                
                                        numerical diffusion 

●                                  -->  major advantage lost!                              



1

●                                                                                                          
===>  Eulerian coordinates are to be preferred for                          
                                  multidimensional problems

●           but special efforts are necessay to minimize the                    
          inevitable numerical diffusion

●           --->   use more accurate, high-order numerical schemes

●

●    alternative:   free-Lagrange methods

●                         i.e. grid free methods, where gradients are evaluated    
                          without the use of any grid

●                         --->  no grid tangling, no rezoning 

●         

●       most commonly used variant in astrophysics:                            
               Smoothed Particle Hydrodynamics
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•

• Finite volume schemes

•    -   quasi-linear hyperbolic system of (1D) conservation laws        
                               for state vector U

•

•

•    -   or with the Jacobian  A(u) ≡ ∂F/∂U  of the flux vector F(U)  

•

•

•    -   integration over finite (1D spatial control) volume

•  

•

•

•     integral form allows proper handling of flow discontinuities!

Ut (x , t )+Fx [U(x , t )]=0

∫x1

x2

U(x , t2)dx=∫x1

x2

U(x , t1)dx−∫t1

t2

F[U(x2 , t )]dt+∫t1

t 2

F[U (x1 , t )]dt

[x1 , x2]×[ t1 , t 2]

Ut+A (U)⋅Ux=0
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●                                                                                                           
                        

●   High resolution shock-capturing methods (HRSC) 

●     

●      -  rely strongly on hyperbolic & conservative character of HD     
        eqs (upwind method along characteristics)

●    

●      -  shock-capturing ability

●             *  discontinuities are treated consistently & automatically  

●             *  scheme reduces from high-order accuracy in smooth      
                regions to 1st order accuracy at discontinuities 

●

●      -  usually based on solution of local Riemann problems             
        (discontinuous initial value problem) at zone interfaces  
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•                                                                                                           
    e.g., piecewise constant

•                                                             upwind schemes                      
                                                  numerical flux from exact            
                                                                         or approximate solution              
                                                                         of local Riemann problems         
                                                                         (spectral information, i.e.          
                                                               Jacobian required)

•     

•                                                                        central schemes  

•                                                                         smooth numerical flux at              
                                                                        cell centers by quadrature           
                                                                        (averaging over Riemann            
                                                                         fan)   

•                                                                                                                       
proto-types:  1st order Godunov (upwind), Lax-Friedrichs (central)                      
             

• non-oscillatory higher-order extensions of both classes exist!

 



Handling discontinuities

x

p1

p2

Example of a 
problem with 
discontinuous 
initial conditions



•

•

•

diffusivity of various finite volume methods



•

• Sod's shock tube test problem (N=400, CFL=0.3)
•  

Lax-Friedrichs

1st order central difference scheme 
  simple, but very diffusive everywhere 

from A.Serrano



•

• Sod's shock tube test problem (N=400, CFL=0.3)
•  

Tadmore 

3 cells in
the shock

large diffusion

diffusion

2nd order central difference scheme
  good at shocks, very diffusive at contacts

from A.Serrano



•

• Sod's shock tube test problem (N=400, CFL=0.3)
•  

Godunov

3 cells in
the shock

very well 
resolved
contact

very good 
resolution

small 
undershoots

Riemann solver, 1st order reconstruction
  accurate description of all wave structures

from A.Serrano



•

• Be aware:  even exact Riemann solvers have flaws! 

•                                                                         (Quirk 1994)

•      Odd-even decoupling when simulating 

•      grid-aligned.shocks with exact Riemann solvers   

•      and directional splitting  (cross dissipation missing!)              
    

•

•

•

•

•

•    early neutrino heating phase in a                                                  
   core collapse supernova simulation



•

•

• Simulating multi-dimensional flow

•   -   neutrino hot bubble entropy with 'sticks'

•        

208 ms



•

•

• Simulating multi-dimensional flow

•   -   neutrino hot bubble entropy without 'sticks'                        
         ---> 40% more nickel

•        
208 ms



●

●

●

●

●                 Simulation of Multi Fluid Flow
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•

•                                                                                             
Self-gravitating multi-dimensional multi-fluid ideal flow

•

•

•

•

•

•

•

•

•

•

•                                                                           X = Y * A

∂ϱ E
∂ t

+∇⋅([ϱE+P] v⃗)+ϱ( v⃗⋅∇)Φ = ϱ Q̇nuc

∂ϱ v⃗
∂ t

+∇⋅(ϱ v⃗ v⃗)+∇ P+ϱ∇ Φ = 0

∂ϱ
∂ t

+∇⋅(ϱ v⃗) = 0

∂ϱ X i

∂ t
+∇⋅(ϱ X i v⃗) = ϱ Ẋ i , ∑i

Xi = 1
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•

•

• Simulations of core collapse & thermonuclear supernovae 
require a numerical treatment of multi-fluid flow 

•  

•  -   Non-linear discretization of advection terms 

•      

•          -->                       

•

•  -   Consistent Multi-fluid Advection  (Plewa & Müller '99)

•           (a)  renormalization of mass fraction fluxes

•           (b)  conservative species advection

•           (c)  contact steepening to reduce numerical diffusion

•          

∑i
X i ≠ 1
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•

●

Simulating                                                               CMAZ

multi-fluid flow                                                         (total flattening)

 

                                                                                FMA

                                                                                (Fryxell, Müller &       
                                                                                                                             Arnett 1989)

Composition profiles                                                                                                 
in the ejecta of a                                                                                                       
15 solar mass star                                                                        CMA                 
at 3 sec                                                                                         (Plewa & Müller         
                                                                                                                            2001)
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•                                                                                                   
                    Simulating multi-fluid flow 

•         
•

•

•

•

•

•                                               

•

•     dependence of  44Ti  production on grid resolution  

CMAZ

FMA

CMA
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•

● Thermonuclear burning & nucleosynthesis
●

●   -   Common practice nowadays
●          * 1D:  online reaction network (several 100 species)
●          * 2D/3D  reduced network for energy generation +         

                        post-processing 
●                     

●   -   Multi-dimensional flows
●          Lagrangian codes inappropriate                                    
●              --> Eulerian codes extended by  
●                   marker particle method                            

●                             set of marker particles properly distributed across                  
                            regions expected to burn --> advected with the flow               
                            -->  (T, ) history recorded for post-processing



•

• Marker particle nucleosynthesis                                               

•

•

•

•

•

•

•

•

•

•

•     From a SNe Ia simulation using marker particles and post-processing        
     (Travaglio et.al 2003)     



•

• Marker particle nucleosynthesis                                               

•

•

•

•

•

•

•

•

•

•

•     From a SNe Ia simulation using marker particles and post-processing        
     (Travaglio et.al 2003)     



                                                                                                     

             

                                   Example I

                  Nucleosynthesis and

             Rayleigh-Taylor instabilities

                   in the envelopes of

              core-collapse supernovae      

                                                                        

          

                             



                                                                                                     

             

                                                                        

          

                             

courtesy of H-Th. Janka 



   -  observations imply that non-radial flow and mixing                       
    are common in core collapse supernovae                                  
        

   -  theoretical models based on delayed explosion mechanism         
   predict non-radial flow and mixing due to          

         -  Ledoux convection inside the proto-neutron star                         
            (due to deleptonization and neutrino diffusion)

         -  convection inside neutrino heated hot bubble                              
            (behind shock wave due to neutrino energy deposition)

         -  Rayleigh-Taylor instabilities in stellar envelope                          
            (due to non-steady shock propagation; triggered by hot bubble)



1

•

• Numerical challenges (I):  extreme range of scales both in time 
& space has to be treated properly

 scale problem 
 in CCSNe:

 lNS    ~ 10+6 cm

 lstar  ~ 10+13 cm

 τNS   ~ 10-3 s

 τsh   ~ 10+4 s

  --> factor 107 



                                                                                                     

             

                                                                        

          

                             

courtesy of H-Th. Janka 



●                                                                                       
Instabilities, mixing and nucleosynthesis in stellar envelope

●

●

AMR simulation of shock propagation through stellar envelope (Kifonidis, Plewa, Janka & Müller 2003



●                                                                                      
Rayleigh-Taylor instabilities & mixing in stellar envelope

●

●

AMR simulation of shock propagation through stellar envelope (Kifonidis, Plewa, Janka & Müller 2003



●                                                                                       
                                           Instabilities, mixing and            
                                                 nucleosynthesis in envelope

AMR simulation of shock 
propagation through stellar envelope
 (Kifonidis, Plewa, Janka & Müller 2003

- results of simulations in accordance 
   with observations of SNe Ib/Ic

-  simulations do not reproduce large
   velocities of Fe/Ni observed in 
   SN 1987A 

56Ni 



                                                                                                     

             

                

                                                                        

          

                              

Wongwathanarat, Janka & Müller ApJL 
725 ('10) 106; arXiv:1210.8148 ('12)

Entropy-isosurfaces (left) of the SN 
shock (grey) & high-entropy bubbles 
(green), and entropy distribution in a 

 cross-sectional plane (right)

NS accelerates due to asymmetric 
distribution of the ejecta

ejecta distribution becomes dipolar 
with more dense, low-entropy matter 
concentrated in hemisphere of kick 

direction

essentially spherically symmetric 
neutrino wind bubble develops



                                                                                                     

             

                

                                                                        

          

                             

Wongwathanarat, Janka & Müller ApJL 725 (2010) 106; arXiv:1210.8148 (2012)

SN shock & bubbles            ray-casting images of the density       entropy distribution          

NS kick

NS spinW15-1
1.3s
331km/s
524km/s

L15-2
1.4s
78km/s
95km/s



                                                                                                     

             

                

                                                                        

          

                             

 neutron star recoil by gravitational tug-boat mechanism

Wongwathanarat, Janka & Müller ApJL 725 (2010) 106; arXiv:1210.8148 (2012)

ejecta 
morphology
of high kick
models 
(575 km/s)

red: 
high density 
clumps

beige & blue 
surfaces:
outer & inner 
boundary of
inner ejecta

outermost 
surface: 
SN shock 



                                                                                                     

             

                

                                                                        

          

                             

Wongwathanarat, Janka & Müller ApJL 725 (2010) 106; arXiv:1210.8148 (2012)

Explosion and NS properties for all simulated 3D models  
                         1.1 - 1.4 s                             3.1 - 3.4 s                           



                                                                                                     

             

                

                                                                        

          

                             

prediction of an observable 
fingerprint (in case of high kicks): 
 
Ni production enhanced in
 direction of stronger
 explosion

 i.e. opposite to NS kick
       direction (black arrow)!

 model W15-2

Wongwathanarat, Janka & Müller 
ApJL 725 (2010) 106; 

arXiv:1210.8148 (2012)



                                                                                                     

             

                

                                                                        

          

                             

Wongwathanarat, Janka & Müller ApJL 725 (2010) 106; arXiv:1210.8148 (2012)

Hemispheric ejecta yields for the high-kick models W15-1/2 & moderate-kick models L15-1/2 

Tracer: yield of Fe-group nuclei in neutrino-processed ejecta, some undertemined fraction of which may be 56Ni 
       



                                                                                                     

             

                                                                        

          

                             

Wongwathanarat, Janka & Müller ApJL 725 (2010) 106; arXiv:1210.8148 (2012)

nickel 
distribution
of a large 
and
small kick 
model
 

4π maps of 
the integrated
nickel mass
per solid angle



●                                                                                             

●                                                               

 open questions
    - dependence on explosion energy, progenitor, 2D/3D modeling?

    - relative importance and interplay of the neutrino-driven and          
       shock-induced instabilities?                                                           
       
    - can we deduce from observations of young supernova remnants  
       the operation of the supernova engine? 

    - influence of (rapid) rotation and (strong) magnetic fields?

   conclusions                         
     non-radial flow and early mixing occurs in 2D/3D core-collapse              
      supernova models because of
      
       - neutrino-driven hydrodynamic instabilities                                            
          in the supernova engine (producing NS kicks, and spins)                   
                                                    
       - shock-induced Rayleigh-Taylor instabilities                                          
          in the stellar envelope
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