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Experiments:

heavy-ion collisions

e.g. gravitational waves

early universe & LHC

RHIC

FAIR & others

neutron stars

QCD PHASE DIAGRAM
in nature/experiment:



MIXING, MOATS AND MODULATIONS



QCD AT FINITE DENSITY
Lagrangian at μ = 0

ℒQCD = q̄ (iγμDμ − mq) q −
1
4

Fμν
a Fa

μν

• various symmetries, among them charge conjugation C

Dμ = ∂μ − igAa
μ Ta

Fa
μν Ta = −

i
g

[Dμ, Dν]

q̄q ⟶ q̄q
C : q̄γμq ⟶ − q̄γμq

Aμ ⟶ − Aμ

QCD at finite density

 ℒQCD = q̄ (iγμDμ − mq) q −
1
4

Fμν
a Fa

μν + iμ q̄γ0q

• breaks  (and Lorentz invariance)

• symmetric under 

C

CK

"complex conjugation" K : i ⟶ − i

This is the QCD analogue of  symmetric quantum theoriesPT

[Bender, Boettcher (1998)] [Medina, Meisinger, Nishimura, Ogilvie, Pangeni, M. Schindler, S. Schindler]



A SIMPLE MODEL: CK-EXTENDED ϕ4

Gain intuition from Euclidean scalar field theory with a vector coupling

• scalar field , vector field 

• linear coupling between  and : mixing

• imaginary coupling : repulsion

• possesses  symmetry

ϕ ωμ

ϕ ω0

ig
CK

[Schindler, Schindler, Medina, Ogilvie (2019)]

Since  enters quadratically, it can be integrated outω0

So -symmetric mixing ...CK

... modifies the dispersion of ϕ ... leads to a non-Hermitian Hessian

ℒ =
1
2 (∂μϕ)2 +

1
2

m2ϕ2 + λϕ4 − hϕ +
1
2 (∂μω0)2 +

1
2

mω(ω0)2 − igϕω0

ℒ =
1
2 (∂μϕ)2 +

1
2

m2ϕ2 + λϕ4 − hϕ +
1
2

ϕ
g2

−∂2
μ + m2

ω
ϕ

E2(p2) = p2 + m2 +
g2

p2 + m2
ω

H = (p2 + m2 −ig
−ig p2 + m2

ω)



MODIFIED DISPERSION
in the small-momentum regime:

E2(p2) = p2 + m2 +
g2

p2 + m2
ω

= (1 −
g2

m4
ω ) p2 +

g2

m6
ω⏟

p4 + m2 +
g2

m2
χ

+ 𝒪(p6)
z w m2

ϕ

 for strong-enough mixing:  moat regimez < 0
[Pisarski, FR (2021)]

[Caerlaverock Castle, Scotland (source: Wikipedia)]
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particles are favored to have nonzero momentum
"gain energy by going faster"



MODIFIED HESSIAN
Eigenvalues of the modified Hessian determine masses of physical particles,

H = (p2 + m2 −ig
−ig p2 + m2

ω) ⟶ (
p2 + M2

+ 0
0 p2 + M2

−) , M± =
m2 + m2

ω

2
± 1

2 (m2 − m2
ω)2 − 4g2

strong-enough mixing: masses come in complex conjugate pairs
(happens before a moat appears unless )m2 ≥ 3m2

χ

Masses determine screening properties of the physical fields

lim
r→∞

⟨χ(r)χ(0)⟩ ∼ e−Mr

• real M: ordinary exponential decay of disordered fields

• complex M: spatial modulations ∼ e−Re[M] r sin(Im[M] r)

χ(r)

r

spatial modulations in the phase diagram
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Figure 1. Phase diagrams for relativistic fermions for m = 20 and m2 = 0.75 with e = 0.3. In the first graph g1 = m1 = 1,
while in the second g1 = m1 = 0.8. The shaded region indicates where the mass matrix eigenvalues form complex conjugate
pairs, and the contour lines refer to the imaginary parts of the mass matrix eigenvalues. The boundary of the shaded region
defines the disorder line in the phase diagram. Note the appearance of a second disorder line inside the first in the second
graph. The thick line shows a first-order line emerging from the T = 0 axis and terminating in a critical end point.

where 1 = g2/m2
1 and 2 = e2/m2

2. It is then clear that in addition to T and µ, only three parameters, 1, 2 and
m determine the solution as well as the location of the critical line if there is one. On the other hand, the equation
for the disorder line becomes

" 
1

1
� @2F

@�̃2
1

!
� e2

g2

 
1

2
� @2F

@�̃2
2

!#2
+ 4

e2

g2

✓
@2F

@�̃1@�̃2

◆2

= 0 (21)

so the disorder line depends on the additional parameter of e/g. Because we are interested in conventional liquid gas
transitions, we will choose the fermion mass m to be substantially heavier than the masses m1 and m2. In all the
models we consider, we set m = 20, 1 = 1, and e = 0.3, and we then vary the value of 2 to see the change of phase
diagramas, as well as the value of g = m1 to observe the difference in disorder lines.

Generally speaking, the liquid-gas transition will occur for low temperatures and µ . m. The left-hand graph of
Figure 1 shows the phase diagram for m = 20, m1 = 1 and m2 = 0.75. The couplings are given by e = 0.3 and g = 1.
The shaded region indicates where the mass matrix eigenvalues form complex conjugate pairs, and the contour lines
refer to the imaginary parts of the mass matrix eigenvalues. The boundary of the shaded region defines the disorder
line in the phase diagram. The thick line shows a first-order line emerging from the T = 0 axis and terminating in a
critical end point. The disorder line has a somewhat surprising shape; we will return to this point later. The graph
on the right-hand side of the figure shows what happens if m1 and g are decreased to 0.8. The phase structure is
essentially unchanged, and the old disorder line has changed only slightly. However, a new disorder line boundary
has opened up near the critical end point, inside the region where complex mass matrix eigenvalues were previously
found.

In Figure 2, we show a second pair of phase diagrams. The graph on the left-hand side has m1 = g = 1 and
m2 = 0.5. As before, e = 0.3 and m = 20. The end point of the critical line is at a lower value of T and slightly
shifted to the right, but is otherwise similar to the previous graphs. However, when we examine the eigenvalues of
the mass matrix, we see something new: the real part of conjugate pair of mass matrix eigenvalues becomes negative
in a region near the critical end point. This is not neccesarily unphysical behavior. The mass matrix is the matrix of
squared masses, which are in general complex. A sufficiently large phase in the complex mass will lead to a squared
mass eigenvalue with a negative real part. The boundary of this region is denoted in the figure by a dashed line. We
have checked carefully for alternative possibilities and have concluded that this is likely to represent the correct phase
structure of the model. We will return to this point in our conclusions after examining results from the other models.
The graph on the right-hand side of the figure has m1 = g = 0.6 and again has m2 = 0.5, e = 0.3 and m = 20. The
lower values of g and m1 eliminate the region where the real part of the conjugate pair of mass matrix eigenvalues
becomes negative. The shaded region becomes larger, but the values of the imaginary parts become smaller.

Walecka model [Nishimura, Ogilvie, Pangeni (2016)]



MIXING, MOATS AND MODULATIONS
Snapshots of field configurations of the -extended scalar theory:CK

7

FIG. 4. Configuration snapshots of � in Eq. (14) on a 642 lattice for several values of h and g. The color scale runs from �3
to 3, ranging from dark to light. From left to right, h = 0.0, 0.2, and 0.4; from top to bottom: g = 0.9, 1.0, and 1.1. The
other parameters are m2

� = 0.5, � = 0.1, and v = 3. Each configuration was obtained after a hot start followed 20, 000 sweeps
through the lattice.

FIG. 5. The absolute value of the Fourier transforms �̃ (k) for the configurations shown in Fig. 4. We scale each graph do
that its colors run from 0 (dark blue) to 10 (light yellow). Any lattice point with magnitude greater than 10 is set to 10. The
ring-shaped Fourier transforms correspond to patterning in Fig. 4.
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[Schindler, Schindler, Medina, Ogilvie (2019)]

moat regime spatial modulations/"patterns"

• momentum space: ϕ(p) • position space: ϕ(x)

• I will argue that this structure is generic, also for dense nuclear matter

• indicates the existence of inhomogeneous phases, liquid crystals, quantum pion liquids, ...



DENSE NUCLEAR MATTER
important QCD effects for the ground state:

• formation of a chiral condensate through resonant 
quark scattering

σ̄ ∼ ⟨q̄q⟩

[Braun, Leonhardt, Pospiech (2019)]

• finite density  equivalent to vector condensaten

−ihω ω̄0 ∼ ⟨q̄γ0q⟩ = n

chiral symmetry breaking 

short-distance repulsion: imaginary quark-omega coupling  ihω

• Polyakov loop: order parameter for confinement∼

L =
1
Nc

⟨tr P⟩ , L̄ =
1
Nc

⟨tr P†⟩ P( ⃗x ) = 𝒫 exp[ig∫
β

0
dx0 A0(x0, ⃗x )]

temporal Wilson line

/  measure the free energy of a single static quark/antiquark: confinement

-symmetry breaking:  

ln L L̄ L = 0 ↔
C L ≠ L̄ [McLerran, Svetitsky (1981)]



MIXING IN DENSE NUCLEAR MATTER
All these effects mix due to fundamental quark interactions at finite ! μ

H =

Hσσ Hσω0 HσL̄ HσL

Hσω0 Hω0ω0 Hω0L̄ Hω0L

HσL Hω0L HLL̄ HLL

HσL̄ Hω0L̄ HL̄L̄ HLL̄

σ, ω0, L, L̄ σ, ω0, L, L̄

[Haensch, FR, von Smekal (2023)]

non-Hermitian (but -symmetric) Hessian/mass matrix of dense nuclear matterCK

• -  mixing well known [Kunihiro (1991); Wolf, Friman, Soyeur (1998)]; crucial for dynamic universality 

• repulsive vector interaction:  -mixing purely imaginary

• -symmetry breaking:  -mixing  -mixing

• complex conjugation :  

σ ω0

ω0

C L ≠ L̄
K L → L̄

mixing, moats and modulations to be expected in nuclear matter!

Intuition from -extended scalar theory is applicable to QCD CK

[Son, Stephanov (2004)]



WHERE CAN THIS APPEAR?

[Fu, Pawlowski, FR 2019)]

Lattice: [Bazavov et al. '18]
Lattice: [Borsanyi et al. '20]

FRG: crossover
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not computed

z < 0

μB

T
≳ 4 : systematic error 

potentially large

• some examples in low-energy models at large 

• first results also in QCD:

μ Basar, Buballa, Carignano, Dunne, Koenigstein, Nussinov, 
Ogilvie, Pannullo, Pisarski, FR,Thies, Tsvelik,  Valgushev, 
Winstel, ...

indication for extended region with  in QCD:  moat regimez < 0
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FIG. 9. The bosonic wave-function renormalization
Z(⌃̄(µ, T ), µ, T ) (heat map), line of vanishing wave-function
renormalization Z(⌃̄(µ, T ), µ, T ) = 0 (thick black dashed
line), and the line of vanishing bosonic two-point function
�(2)(⌃̄(µ, T ), µ, T,Q) = 0 (thick, black solid line) in the µ-
T -plane. In region marked by the diagonal hatching us-
ing thin black solid lines (bottom-right corner) we find
�(2)(⌃̄(µ, T ), µ, T,Q) < 0, i.e., the homogeneous minimum
is unstable with respect to an inhomogeneous perturbation.

In summary, an inhomogeneous field configuration
with momentum q that lowers the e↵ective action can
only be guaranteed to exist through our analysis, when
�(2)(⌃̄(µ, T ), µ, T, q) < 0 and ⌃̄(µ, T ) = 0, which corre-
sponds to the hatched region (bottom, right) in Fig. 9.

C. The wave vector of the inhomogeneous
perturbation and the wave vector of the true

inhomogeneous condensate

Even though the stability analysis is expected to work
only for very small perturbations about a vanishing ho-
mogeneous condensate, we found that it even correctly
predicts inhomogeneous condensation at points to the
right of the homogeneous first-order phase transition at
extremely small temperatures which are far away from
the second-order SP$ IP phase transition line. At these
points one still uses the appropriate expansion point
⌃̄(µ, T ) = 0, but the perturbations are no longer small
and the true condensate has a spectrum of wave vectors
instead of a single frequency/wave vector, cf. Fig. 2.

One might thus wonder, if the single wave vector Q
at the phase transition line actually matches the wave-
vector of the true solution, i.e., the dominating wave vec-
tor of the Jacobi elliptic functions.

Therefore, this section is used to compare the dominat-
ing wave vector of the correct inhomogeneous condensate
minimizing the e↵ective action

q⌃ ⌘ argmaxq ⌃̃(µ, T, q) (44)

FIG. 10. The minimum of the bosonic two-point func-
tion Q(µ) and the dominating wave vector of the true in-
homogeneous condensate q⌃(µ) as a function of the chemi-
cal potential at constant temperatures T/⌃̄0 2 {0.0, 0.15}.
The colored regions mark the range of momenta q, where
�(2)(⌃̄(µ, T ), µ, T, q) < 0.

with the wave vector that minimizes the two-point func-
tion Q as defined in Eq. (43). While Q is the direction
of the largest curvature of the action at the saddle point,
it does not necessarily coincide with q⌃.

In Fig. 10 these two quantities are plotted for two
di↵erent temperatures. At T = 0, Q approaches q⌃ for
increasing chemical potential22 and at T/⌃̄0 = 0.15 the
two momenta match at the phase boundary. This is ex-
pected as the amplitude of the inhomogeneous conden-
sate ⌃(µ, T, x) at this point is infinitesimal and therefore
the stability analysis becomes exact. At small chemi-
cal potential – as already discussed before – the stability
analysis does not detect an inhomogeneous phase unless
⌃̄(µ, T ) = 0, right of the homogeneous first-order phase
transition. At intermediate chemical potential, Q and q⌃
do not agree. However, q⌃ is within the interval where
�(2) < 0 is predicted by the stability analysis, which
means that the latter at least captures the dominating
wave vectors.

In Fig. 11 we again compare Q and q⌃. This time we
plot Q, Q � q⌃, and q⌃ in the µ-T -plane in using di↵er-
ent color maps. The previously discussed trend extends
to the whole temperature range. The di↵erence Q � q⌃
approaches zero close to the IP$ SP boundary and its
magnitude is the largest close to the HBP$ IP bound-
ary, where Q is zero (because the stability analysis is
ill-conditioned) and q⌃ is maximal. On the other hand,
Q is also non-zero in the region of Z < 0 above the phase
transition line, but does not correspond to an inhomo-

22 Plots similar to Fig. 10 of the wave vector of some inhomogeneous
condensate plotted over baryon density (chemical potential), can
be found in, e.g., Fig. 2 of Ref. [30], Fig. 2 of Ref. [31], Figs. 6 &
7 of Ref. [33].

z

IMPLICATIONS OF THE MOAT
The energy gap might close at lower T and larger  :μB

instability towards formation of an 
inhomogeneous condensate

Zero energy cost to condense particles with 
nonzero momentum k0

Lattice: [Bazavov et al. '18]
Lattice: [Borsanyi et al. '20]

FRG: crossover
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p20

 for all E > 0 p2

 at :E = 0 p2 > 0

E

p20
k2

0

• Example: Gross-Neveu Model 
in 1+1 dim. at large Nf

moat regime

[Koenigstein et al. (2021)]



IMPLICATIONS OF THE MOAT
BUT: formation of inhomogeneous phases depends on dynamics of soft (massless) modes.

other types of phases possible (possibly without long-range order!)

either way... • the moat is a common feature of regimes with spatial modulations

• and seems to be a generic feature of dense nuclear matter

fluctuation-induced instabilities of inhomogeneous phases

inhom. phase
no instability

(typical in mean-field)

⟨ϕ(x)ϕ(0)⟩ ∼ sin(k0 x)

liquid crystal
Landau-Peierls instability

(Goldstones from spatial SB) 

⟨ϕ(x)ϕ(0)⟩ ∼ sin(k0x) x−α

quantum pion liquid
PTV instability

(Goldstones from flavor SB) 

⟨ϕ(x)ϕ(0)⟩ ∼ sin(k0x) e−mx

[Pisarski, Tsvelik, Valgushev, PRD 102 (2020)]
[Pisarski, PRD 103 (2021)]
[Schindler, Schindler, Ogilvie (2021)]

[Landau, Lifshitz, Stat. Phys. I, §137]
[Lee et al., PRD 92 (2015)]
[Hidaka et al., PRD 92 (2015)]

[Fukushima, Hatsuda, RPP 74 (2010)]
[Buballa, Carignano, PPNP 81 (2014)]
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FAIR & others

modulated phases are expected in the "unknown" region of the phase diagram

search for moats/modulations in heavy-ion collisions!

this is/will be covered by FAIR and other fixed target experiments

neutron stars

WHERE DO WE EXPECT NEW PHASES?



SEARCH FOR MOAT REGIMES

Characteristic feature of a moat regime: minimal energy at nonzero momentum 

 enhanced particle production at nonzero momentum⇒

look for signatures in the momentum dependence of particle correlations 

intuitive idea: [Pisarski, FR (2021)]

• example: two-particle correlations

C(pT, qT)

p
T [MeV] q T

[M
eV

]

[Pisarski, FR (2021)]

thermodynamic fluctuations 
in a moat regime

C(ΔPinv)

ΔPinv [GeV]

HBT from primordial 
inhomogeneity

[Fukushima et al. (2023)]

HBT in a moat regime

[FR, Pisarski, Rischke (2023)]

P [MeV]

ΔP
 [M

eV
]C(
ou
t)/
C(
lo
ng
)

P [MeV]

ΔP
 [M

eV
]C(
ou
t)/
C(
lo
ng
)

P [MeV]

ΔP
 [M

eV
]C(
ou
t)/
C(
sid
e)

P [MeV]

ΔP
 [M

eV
]C(
ou
t)/
C(
sid
e)peak position related to wavenumber of underlying spatial modulation

• work in progress: dilepton production [Nussinov, Ogilvie, Pannullo, Pisarski, FR, Schindler, Winstel]



WHAT ABOUT THE CEP?

FRG [Fu, Pawlowski, FR (2019)]

predictions from QCD that agree with available lattice data:

Lattice: [Bazavov et al. '18]
Lattice: [Borsanyi et al. '20]

FRG: crossover
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not computed
DSE [Gao, Pawlowski (2020)]

DSE [Gunkel, Fischer (2021)]

• QCD results from functional methods place CEP at s ≈ 3.6 − 4.1 GeV

• based on the assumption of homogeneous chiral transition

Either CEP is around this region, or something supersedes CEP, like a spatially modulated phase

something is cooking, but what exactly?



SUMMARY
Mixing, moats and modulations likely in dense nuclear matter

• generic feature of systems with -symmetry breaking and competing attractive and repulsive 
interactions

• details not well understood (a lot of mean-field studies, but they miss crucial physics)

• not necessarily with long-range correlations

• simple underlying "mean-field mixing" mechanism

C

suitable for transport simulations?

... expected to occur in FAIR range

• need to understand (and find more) possible experimental signatures

• phase itself could be detected, not only the transition to it: "easier" to find?

... relevant for neutron stars

8

(a) Gnocchi (b) Spaghetti (c) Waffles (d) Lasagna

(e) Defects (f) Antispaghetti (g) Antignocchi

FIG. 3 Nuclear pasta configurations produced in our MD simulations with 51,200 nucleons (Horowitz et al., 2015; Schneider
et al., 2014, 2013).

for describing their interaction:

Vnp(r) = ae�r2/⇤ + [b � c]e�r2/2⇤ , (6a)

Vnn(r) = ae�r2/⇤ + [b + c]e�r2/2⇤ , (6b)

Vpp(r) = ae�r2/⇤ + [b + c]e�r2/2⇤ +
↵

r
e�r/� , (6c)

where the subscripts n and p denote the interactions be-
tween neutrons and protons and r is the inter-particle
separation. The nucleons interact by a short range po-
tential meant to model the nuclear interaction whose
strength and range are determined by the parameters a,
b, c and ⇤, which are given in Table I. These parameters
were chosen to approximately reproduce the saturation
density and binding energy per nucleon of nuclear mat-
ter, the energy of neutron matter at saturation density
and the binding energies of a few select nuclei (Horowitz
et al., 2004a). They have been found to reproduce nu-
clear statistical equilibrium for simulations at low den-
sities (Caplan et al., 2015). The nuclear potentials have
an intermediate range attraction, a short range repulsion,
and the protons interact with an additional long ranged
Coulomb repulsion.

The use of a semi-classical approximation deserves
comment. Individual nucleons are light and have im-
portant quantum zero point motions. However, we are
most interested in the large scale behavior that typically
involves large clusters involving thousands of nucleons.
These clusters are heavy and therefore behave classically.
The most important quantum e↵ects, at small scales, can
be mocked up by choosing values for the parameters a, b,
c, and ⇤ as described above. Electrons are not treated ex-

plicitly, and are instead included by adding a screening
factor to the proton-proton Coulomb interaction. This
screening factor is taken to be the Thomas-Fermi screen-
ing length �, see Eq. 2.

TABLE I Parameters of the nuclear interaction. The
strength of the short-range repulsion between nucleons is
given by a, while b and c set the strength of the intermediate-
range attraction. The characteristic length scale of the nu-
clear potential is given by ⇤ .

a (MeV) b (MeV) c (MeV) ⇤ (fm2)
110 �26 24 1.25

These potentials were first developed by (Horowitz
et al., 2004b) in order to study how pasta a↵ects neu-
trino transport in supernovae. In that work, Horowitz
et al. calculated the static structure factor Sn(q), allow-
ing them to determine the mean free path of neutrinos,
see Sec. IV.B.2. MD simulations can be performed with
many nucleons, and simulations with up to 409,600 nu-
cleons have been reported in the literature to study finite
size e↵ects.

1. Topology

The pasta phases and their transitions can be rigor-
ously quantified by their geometry and topology. The
Minkowski functionals o↵er a powerful tool to describe
the morphology of pasta structures (Schuetrumpf et al.,
2013; Sonoda et al., 2008; Watanabe et al., 2002). There

e.g., nuclear pasta [Caplan, Horowith (2017)]


