
DAQ planning
Bastian / Haik



DAQ 2024

● I will be leaving GSI at the end of 2023, effectively end of November.

● How to deal with the situation?
● Planning for 2024 and the future.



DAQ task force

● Purpose:
○ Main priority on experiments in 2024, other developments on hold
○ Appoint / approach people to take over critical tasks
○ Prioritize tasks so that preparations can continue with highest efficiency

● Core DAQ team:
○ intermediate: Philipp, Andrea, Manuel, Wei, Matt, (Martin)

● Software maintenance:
○ Hans, Håkan
○ via mailing list, first responders: core DAQ team

● Data quality:
○ Valerii



DAQ Detector specific

● Appoint / approach people
○ Spokespeople are searching for help
○ FRS agreed to have Martin partially support us
○ Asking detector experts

● Current detector DAQ caretakers:
○ LOS/ROLU: Andrea -> TBA
○ Fiber: Deniz (+ Andrea)
○ S2: Audrey + Martin
○ MUSIC + MWPC: Audrey
○ TTT10: Matt, Wei (+ Audrey)
○ CALIFA: Philipp + Leyla + Lukas P.
○ ALPIDE: Luke
○ FOOT: Valerii
○ TOFD: Michael
○ NEULAND: Igor

● General On-site support:
○ intermediate: Philipp, Andrea, Manuel, Wei, Matt, (Martin)

● Analysis / unpacker side
○ Valerii



DAQ system status

From https://wiki.r3b-nustar.de/experiments/S091/overview

● Main DAQ + triggers: OK, pending analysis
● S2: Not OK
● S8: needed?
● Bus DAQ (timestamped):

○ LOS: OK, pending analysis
○ ROLU: OK, pending analysis
○ Fibers: standalone OK, but not on bus yet, pending analysis
○ Tofd: standalone OK, but not on bus yet, pending analysis
○ Neuland: standalone OK, but not on bus yet, pending analysis

● MWPC/MUSIC: timestamped DAQ OK, pending analysis
● CALIFA: DAQ like 2022, not set up yet
● ALPIDE: timestamped DAQ runs, no sync check
● FOOT: timestamped DAQ OK, pending analysis
● RPC: timestamped DAQ OK, pending analysis
● TTT10: Copy of MUSIC DAQ, not fully tested

Håkan thinks, this using the 
triggerbus is a bad idea.

https://wiki.r3b-nustar.de/experiments/S091/overview


Future planning

● Job offer for replacement (subject to full directoratesʼ approval)

● DAQ operation by experienced core team
(proposal: 1 position at GSI + 1 via collaboration funds, on-site)
○ overview & planning of complete experiment DAQ system
○ quick intervention capability
○ maintain / grow system knowledge
○ DAQ training and support for detector groups
○ system critical task

● Control system maintenance
○ looking for engineer / physicist with EPICS background, e.g. accelerator context
○ can be done off-site



Ongoing work

● Since announcement two weeks ago
○ Controls / EPICS training with large audience / interest
○ Continuous DAQ training
○ intermediate team established
○ DAQ system status improving
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Until Dec 1 (DAQ system freeze)
Concentrate effort on remaining red/orange/yellow spots

Document all changes (ELOG/git)


