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Abstract of The Thesis

Compressed Baryonic Matter (CBM) experiment at the Facility for Antiproton and Ion Re-
search (FAIR) in Darmstadt, Germany, will try to probe the QCD phase diagram at low
temperatures and moderate to high baryon densities by colliding protons and heavy ions to a
fixed target at relativistic energies 1. A particular challenging feature of CBM is its capacity for
heavy-ion collisions at very high interaction rates (107 collisions per second), which is orders of
magnitude higher than the rates reached in other high energy heavy-ion experiments till date.
The unprecedented high rate capability of CBM combined with the high-intensity beams of
FAIR will allow to overcome the limitations in statistics of the rare probes suffered by other
past and present experiments. These features will provide unique conditions for performing
high-precision measurements of multi-differential observables and getting the signatures of ex-
tremely rare diagnostic probes by their decay channels such as Charmonium (J/ψ → µ+µ−)
and Low Mass Vector Mesons (LMVM) (ρ0 → µ+µ−, ω0 → µ+µ−, φ0 → µ+µ−), which will
give us the indication of in-medium modification of hadrons, chiral symmetry restoration and
deconfinement at high baryon densities. Several detector sub-systems will be used in the CBM
experiment for the detection of different kinds of particles at different momentum ranges. Muon
Chamber (MuCh) is the detector sub-system that will be dedicatedly used for the detection of
muons produced in the decay of Charmonium and LMVM.

The MuCh detector will consist of several hadron absorbers made of Graphite, Carbon and
Iron segments with the detector stations, placed between two consecutive absorbers. The
optimisation of the MuCh absorber configuration and detector stations are performed using
the Monte Carlo (MC) based simulation for the CBM SIS100 energy range and the feasibility
of muon measurement at CBM SIS100 energies with the optimised MuCh detector sub-system
are discussed in this thesis.

The foreseen high interaction rate at CBM requires extensive R&D on innovative technologies
for detectors, electronics, and data acquisition systems. Due to the good rate handling capabil-
ity and spatial resolution, Gas Electron Multiplier (GEM) detectors will be used in the first two
stations of CBM-MuCh and for the rest of the stations, Straw tube or Resistive Plate Chambers
(RPC) may be considered. This thesis reports the detailed R&D on the GEM detector. GEM
chambers are operated just above the atmospheric pressure and in a continuous flow mode with
Ar/CO2 gas mixtures in different volume ratios. The R&D is initiated with the investigation
of uniformity in performance over the active area of the chambers using Fe55 X-ray source. A
novel technique is used to irradiate the GEM chambers and also to record the spectra using
the same Fe55 source to investigate the long-term stability of the chambers. To understand the
radiation induced effects on the performance of the chambers, the charging-up phenomena is
investigated for different X-ray irradiation rates and gain of the chambers. Investigation of the
discharge probability of a GEM chamber prototype is performed at the CERN SPS beam line
facility with pion beam of momentum 150 GeV/c and also in the shower environment.

1The SIS100 accelerator at FAIR will deliver accelerated proton beams with beam energy up to
30 GeV (

√
sNN ∼ 7.6 GeV), while for heavy ions (Z/A ∼ 0.4) the foreseen beam energy ranges between 3.4 -

12.0 A GeV and for light ions (Z/A ∼ 0.5) 3.4 - 15.0 A GeV, corresponding to the centre of mass energy√
sNN ∼ 2.7 - 5.5 GeV.
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Frühauf, M. Gumiński, N. Herrmann, D. Hutter, M. Kis, J. Lehnert, P. A.

Loizeau, C.J. Schmidt, C. Sturm, F. Uhlig and W. Zabo lotny

Journal of Instrumentation 16 (2021) P09002

• Testing of triple GEM prototypes for the CBM Muon Chamber

system in the mCBM experiment at the SIS18 facility of GSI

A. Kumar, C. Ghosh, S. Chatterjee, G. Sikder, A. K. Dubey, J. Saini,

E. Nandy, V. Singhal, V. S. Negi, S. Chattopadhyay, and S.K. Prasad

Journal of Instrumentation 15 (2020) C10020

x



National conference proceedings & Internal
notes

• Charging-up effect in single mask triple GEM chamber

S. Chatterjee, A. Sen, S. Das, S. K. Ghosh, S. Biswas

CBM Progress Report 2021, 99; DOI:10.15120/GSI-2022-00599

• Reconstruction of low mass dimuon cocktail at top SIS100 energy

S. Chatterjee, P. P. Bhaduri, S. Chattopadhyay

CBM Progress Report 2021, 215; DOI:10.15120/GSI-2022-00599

• Reconstruction of di-muons with the low energy setup of MuCh

S. Chatterjee, P. P. Bhaduri, S. Chattopadhyay

CBM Progress Report 2021, 216; DOI:10.15120/GSI-2022-00599

• Di-muon combinatorial background estimation using different

techniques

S. Chatterjee, P. P. Bhaduri, S. Chattopadhyay

CBM Progress Report 2021, 218; DOI:10.15120/GSI-2022-00599

• Estimation of J/ψ production cross-section in 30 GeV p+A col-

lision at CBM SIS100

S. Chatterjee, P. P. Bhaduri, S. Chattopadhyay

CBM Progress Report 2020, 190; DOI:10.15120/GSI-2021-00421

• Generation of input signals for dilepton simulation using Pluto

event generator

S. Chatterjee, T. Galatyuk, P. P. Bhaduri

CBM Progress Report 2020, 193; DOI:10.15120/GSI-2021-00421

• Reconstruction of di-muon cocktail using GEANT3 & GEANT4

S. Chatterjee, A. Senger, P. P. Bhaduri, S. Chattopadhyay

CBM Progress Report 2020, 197; DOI:10.15120/GSI-2021-00421

xi



• Non-monolithic design of the 5th MuCh absorber parameters and

tolerances

S. Chatterjee, P. P. Bhaduri, O. Singh, V. Nikulin, S. Chattopadhyay

CBM-TN-20006

• Effect of absorbers surface tolerance on the Muon Chamber

(MuCh) performance for the CBM experiment at FAIR

S. Chatterjee, O. Singh, P. P. Bhaduri, S. Chattopadhyay, A. Senger and

V. Nikulin

CBM Progress Report 2019, 97; DOI: 10.15120/GSI-2020-00904

• Effect of gaps on the fifth absorber of Muon Chamber (MuCh)

for the CBM experiment at FAIR

S. Chatterjee, O. Singh, P. P. Bhaduri, S. Chattopadhyay, and V. Nikulin

CBM Progress Report 2019, 99; DOI: 10.15120/GSI-2020-00904

• Reconstruction of J/ψ mesons at SIS100 energies with realistic

MuCh set up

S. Chatterjee, O. Singh, A. Senger, P. P. Bhaduri, and S. Chattopadhyay

CBM Progress Report 2019, 181; DOI: 10.15120/GSI-2020-00904

• Study of charging up effect in GEM detector

K. Nivedita G, A. Paul, S. Chatterjee, S. Roy, A. Sen, S. Biswas, S. Das

Proceedings of the DAE-BRNS Symposium on Nucl. Phys. Vol.

64, (2019) 976

• Stability and uniformity study of triple GEM detector

S. Chatterjee, S. Roy, S. Chakraborty, S. Rudra, S. Shaw, R.P. Adak, S.

Biswas, S. Das, S.K. Ghosh, S.K. Prasad & S. Raha

CBM Progress Report 2018, 65; DOI:10.15120/GSI-2019-01018

xii



Preprints

• Effect of relative humidity on the long-term operation of a single

mask triple GEM chamber

S. Chatterjee, A. Sen, S. Das, S. Biswas; arXiv:2206.04051

• Visual investigation of possible degradation in GEM foil under

test

S. Chatterjee, A. Sen, S. Das, S. Biswas; arXiv:2206.04052

• Effect of charging-up on the uniformity of a single mask triple

GEM detector

S. Chatterjee, A. Sen, S. Das, S. Biswas; arXiv:2206.10876

Other publications

Journals

• Development and implementation of a time-based signal gener-

ation scheme for the Muon Chamber simulation of the CBM

experiment at FAIR

V. Singhal, S. Chatterjee, V. Frise, S. Chattopadhyay

Journal of Instrumentation 16 (2021) P08043 [arXiv:2104.12012]

• Stability study and time resolution measurement of Straw Tube

detectors

S. Roy, S. Jaiswal, S. Chatterjee, A. Sen, S. Das, S. K. Ghosh, S. Raha,

V. M. Lysan, G. D. Kekelidze, V. V. Myalkovsky, S. Biswas

Pramana – J. Phys. 95, (2021) 50 [arXiv:2007.12547]

• Cosmic ray flux and lockdown due to COVID19 in Kolkata – any

correlation?

xiii



A. Sen, S. Chatterjee, S. Roy, R. Biswas, S. Das, S. K. Ghosh, S. Biswas

Pramana – J. Phys. 95, (2021) 64 [arXiv:2010.06648]

• Interplay between eclipses and soft cosmic rays

S. Roy, S. Chatterjee, S. Chakraborty, S. Biswas, S. Das, S. K. Ghosh,

S. K. Gupta, A. Jain, I. Mazumdar, P. K. Nayak and S. Raha

Proceedings of Science (ICRC2021) 131

• Characterisation of an RPC prototype with moderate resistivity

plates using tetrafluoroethane (C2H2F4)

A. Sen, S. Chatterjee, S. Roy, S. Biswas, S. Das

Journal of Instrumentation 15 (2020) C06055 [arXiv:2004.05469]

• A new type of RPC with very low resistive material

S. Chakraborty, S. Chatterjee, S. Roy, A. Roy, S. Biswas, S. Das, S. K.

Ghosh, S. K. Prasad, S. Raha

Nuclear Inst. and Methods in Physics Research, A 936 (2019)

424

[arXiv:1807.04961]

• Plastic scintillator detector array for detection of cosmic ray air

shower

S. Roy, S. Chakraborty, S. Chatterjee, S. Biswas, S. Das, S. K. Ghosh,

A. Maulik, S. Raha

Nuclear Inst. and Methods in Physics Research, A 936 (2019)

249

[arXiv:1807.04951]

• Stability study of gain and energy resolution for GEM detector

S. Roy, S. Rudra, S. Shaw, S. Chatterjee, S. Chakraborty, R. P. Adak,

S. Biswas, S. Das, S. K. Ghosh, S. K. Prasad, S. Raha

Nuclear Inst. and Methods in Physics Research, A 936 (2019)

485

xiv



National conference proceedings & Internal
notes

• R&D of Straw Tube detector for High Energy Physics experi-

ments

S. Roy, S. Jaiswal, S. Chatterjee, A. Sen, S. Biswas, S. Das, S. K. Ghosh,

S. Raha, V. M. Lysan, G. D. Kekelidze, V. V. Myalkovsky

Proceedings of the DAE-BRNS Symposium on Nucl. Phys. Vol.

64, (2019) 990

• Development and issues of bakelite RPC

A. Sen, R. Banerjee, A. Roy, S. Chatterjee, S. Roy, S. Biswas, S. Das

Proceedings of the DAE-BRNS Symposium on Nucl. Phys. Vol.

64, (2019) 996

• Study of cosmic ray with plastic scintillator detector

S. Shaw, N. Nandi, S. Chatterjee, P. Chawla, S. Roy, R. P. Adak, S.

Biswas, S. Das, S. K. Ghosh, S. Raha

Proceeding of the DAE symposium on Nuclear Physics. Volume

62, (2017), 1030

Preprints

• Characterisation of a new RPC prototype using conventional gas

mixture

A. Sen, S. Chatterjee, S. Das, S. Biswas; arXiv:2206.04259

xv





Contents

List of Figures xxxv

List of Tables xxxvii

1 Introduction 1

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Facility for Antiproton and Ion Research (FAIR) . . . . . . . . . 6

1.2.1 Compressed Baryonic Matter (CBM) experiment . . . . 8

1.2.2 Measurement of di-leptons at CBM . . . . . . . . . . . . 13

1.3 Aim of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.4 Structure of the thesis . . . . . . . . . . . . . . . . . . . . . . . 14

2 Feasibility studies of di-muon detection at the CBM experi-

ment 21

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2 MuCh: layout and configurations . . . . . . . . . . . . . . . . . 23

2.3 Simulation framework . . . . . . . . . . . . . . . . . . . . . . . 28

2.4 Generation of input signals using PLUTO . . . . . . . . . . . . 29

xvii



2.5 Optimisation of MuCh geometry configuration . . . . . . . . . . 32

2.5.1 Surface tolerance study of intermediate MuCh absorbers 33

2.5.2 Optimisation of the MuCh 5th absorber . . . . . . . . . . 38

2.6 Reconstruction performance in the di-muon channel . . . . . . . 44

2.6.1 Simulation details . . . . . . . . . . . . . . . . . . . . . . 45

2.6.2 Reconstruction of LMVM’s . . . . . . . . . . . . . . . . 46

2.6.3 Di-muon combinatorial background estimation using dif-

ferent techniques . . . . . . . . . . . . . . . . . . . . . . 48

2.7 Reconstruction of J/ψ . . . . . . . . . . . . . . . . . . . . . . . 52

2.7.1 A+A systems . . . . . . . . . . . . . . . . . . . . . . . . 54

2.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3 Gas Electron Multiplier 65

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.2 Chronological development of advanced gaseous detectors . . . . 66

3.3 Choice of gas mixture . . . . . . . . . . . . . . . . . . . . . . . . 75

3.4 Applications of the GEM detector . . . . . . . . . . . . . . . . . 76

4 Performance studies of GEM for CBM Muon Chamber 86

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.2 R&D on triple GEM chambers . . . . . . . . . . . . . . . . . . . 88

4.2.1 Fabrication steps of a triple GEM chamber . . . . . . . . 89

4.3 Characterisation of triple GEM chambers . . . . . . . . . . . . . 91

xviii



4.4 Efficiency and time resolution measurement of the triple GEM

chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.5 Effect of temperature, pressure and humidity on gain and energy

resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.6 Uniformity study of DM triple GEM chambers . . . . . . . . . . 108

4.6.1 Charging-up effect in triple GEM chambers . . . . . . . 110

4.6.2 Charging-up study for DM triple GEM chamber . . . . . 112

4.6.3 Charging-up study for SM triple GEM chamber . . . . . 119

4.6.4 Uniformity study of a SM triple GEM chamber with and

without the charged-up GEM foils . . . . . . . . . . . . . 125

4.6.5 Long-term stability study of triple GEM chambers . . . . 132

4.7 Cleaning of the GEM foil . . . . . . . . . . . . . . . . . . . . . . 136

4.7.1 Visual investigation of GEM foils . . . . . . . . . . . . . 137

4.7.2 Methodology for cleaning the GEM foil . . . . . . . . . . 138

4.7.3 Leakage current measurement of the foil . . . . . . . . . 139

4.8 Spark probability measurement at CERN SPS beam-line facility 141

4.8.0.1 Description of the GEM module . . . . . . . . . 141

4.8.0.2 Experimental setup . . . . . . . . . . . . . . . . 143

4.8.0.3 Results . . . . . . . . . . . . . . . . . . . . . . 146

4.8.0.4 ADC spectra . . . . . . . . . . . . . . . . . . . 146

4.8.0.5 Measurement of current . . . . . . . . . . . . . 149

4.8.0.6 Measurement of spark probability . . . . . . . . 150

4.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

xix



5 GEM chambers at mini-CBM beam time campaign 162

5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

5.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

6 Summary & outlook 168

xx



List of Figures

1.1 The conjectured phase diagram of strongly interacting matter,

known as the QCD phase diagram. The region of operations for

different heavy-ion experiments is shown in the figure by curved

white lines with arrows at both ends. The figure is taken from

Ref. [8]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Interaction rates achieved by existing and planned experimental

facilities as a function of the centre of mass energy. The figure

is taken from Ref. [23]. . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Schematic of the FAIR accelerator facility under construction at

GSI, Germany [33, 34, 35]. The red marker indicates the facility

under construction and the blue marker indicates the existing

SIS18 facility at GSI, Germany. The figure is taken from Ref. [40]. 7

1.4 Simulated image of the CBM detector setup. It consists of a

dipole magnet, Micro Vertex Detector (MVD), Silicon Tracking

System (STS), Ring Imaging CHerenkov detector (RICH), Muon

Chamber (MuCh), Transition Radiation Detector (TRD), Time

Of Flight (TOF) wall, Electromagnetic CALorimeter (ECAL)

and Projectile Spectator Detector (PSD). The figure is taken

from Ref. [48]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1 Schematic of the di-muon detection setup at CBM SIS100 energies. 22

xxi



2.2 Monte Carlo (MC) point density at different stations of MuCh

for central (0-10%) Au+Au collision with beam momentum of

12 A GeV/c. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.3 Detector setups of the CBM experiment with MuCh geometry

for the low energy setup (left) (Pbeam < 4 A GeV/c), for the

Pbeam > 4 A GeV/c LMVM setup (middle) and for the J/ψ

detection setup (right). The details of absorber specifications

are mentioned in Table 2.2. . . . . . . . . . . . . . . . . . . . . 25

2.4 Simulated detector arrangement for MuCh detector sub-system. 27

2.5 Simulated arrangement for the shielding below the MuCh ab-

sorbers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.6 Di-lepton cocktail in di-muon channel for
√
SNN = 4.9 GeV (top

left), 4.1 GeV (top right) and 2.9 GeV (bottom) for central (0-

5%) Au+Au collision. . . . . . . . . . . . . . . . . . . . . . . . . 30

2.7 Rapidity distribution of signal particles for three different beam

energies. The respective mid rapidity values are quoted in the

legend. The error bars are smaller than the marker size. . . . . . 31

2.8 pT spectra of signal particles for three different beam energies.

Legends indicate the different slope values extracted after the

fitting. The error bars are smaller than the marker size. . . . . . 32

2.9 Ratio of the radial distribution of MuCh point density for all four

MuCh stations and for all the different absorber configurations.

The ratio is taken with respect to that of the 60 cm - 20 cm -

20 cm - 30 cm configuration. The error bars are smaller than the

marker size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

xxii



2.10 Occupancy distribution as a function of radii for different ab-

sorber configurations of MuCh detector stations. Occupancy as

a function of radius for station 1 (top left), station 2 (top right),

station 3 (bottom left) and station 4 (bottom right). . . . . . . 35

2.11 Invariant mass distribution with a 60 cm-20 cm-20 cm-30 cm

absorber configuration. One ω has been embedded per event.

The error bars are smaller than the marker size. . . . . . . . . . 36

2.12 The ratio of reconstruction efficiencies and the signal to back-

ground (S/B) ratio for different absorber configurations. The

error bars are smaller than the marker size. . . . . . . . . . . . 37

2.13 Ratios of combinatorial background with respect to 60 cm-20 cm-

20 cm-30 cm absorber configuration as functions of the di-muon

invariant mass. . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.14 Schematic design of the MuCh 5th absorber. Cyan colour indi-

cates the iron blocks and blue indicates the aluminium block.

In configurations 1 & 2, the gap between the iron blocks are

0 mm and 3 mm respectively. The thickness and length for both

the configurations are 100 cm and 500 cm respectively. An Alu-

minium box of dimension 60×60×100 cm3 along with a 50 cm

diameter hole is used to reduce the activation of the absorber

iron. A 3 mm gap is maintained between the aluminium shield-

ing and iron blocks. In configuration 3, the gap between the iron

blocks is 6 mm. The gaps shown in the picture are not scaled. . 40

2.15 Ratios of different densities (d1=7.2 g/cm3 & d2=7.87 g/cm3) for

MC TRD points (left plot) and reconstructed TRD hits (right

plot) for configuration 1. Iron of density 7.87 g/cm3 is used as

the reference density. . . . . . . . . . . . . . . . . . . . . . . . 41

xxiii



2.16 Ratios of MC MuCh points (left plot) and MC TRD points (right

plot) for the configurations 2 and 3 with respect to configuration

1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.17 Invariant mass distributions for two different iron densities with

configuration 1. The solid and hollow black markers indicate

the background distribution with the iron of density 7.2 g/cm3

and 7.87 g/cm3 respectively. The solid and hollow red markers

indicate the signal distribution with the iron of density 7.2 g/cm3

and 7.87 g/cm3 respectively. . . . . . . . . . . . . . . . . . . . . 43

2.18 Reconstruction efficiency (left) and signal to background ra-

tio (right) as a function of gaps between the absorber blocks

for two different iron densities. The black solid circle is for iron

of density 7.2 g/cm3 and the red triangle is for iron of density

7.87 g/cm3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.19 Invariant mass distribution of LMVM cocktail for central (0-5%)

Au+Au collision at
√
sNN =4.9 GeV (top left), 4.1 GeV (top

right) and 2.9 GeV (bottom). The background is calculated using

the Super Event (SE) technique. . . . . . . . . . . . . . . . . . . 47

2.20 Signal to background (S/B) ratio for central (0-5%) Au+Au col-

lision at
√
sNN = 4.9 GeV (top left), 4.1 GeV (top right) and

2.9 GeV (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.21 Invariant mass distribution using super event technique. The

error bars are smaller than the marker size. . . . . . . . . . . . . 49

2.22 Invariant mass distribution using mixed event technique. . . . . 50

2.23 Invariant mass distribution using event by event technique. . . . 51

2.24 Invariant mass distribution using like-sign method. . . . . . . . 51

2.25 Invariant mass distribution using different techniques. The leg-

ends have been explained earlier in the text. . . . . . . . . . . . 52

xxiv



2.26 Invariant mass distribution of the reconstructed J/ψ mesons for

10 A GeV/c Au+Au (left) and 15 A GeV/c Ni+Ni (right) colli-

sions fitted by Gaussian (signal) and 2nd order polynomial (back-

ground) and scaled with the multiplicity times branching ratio.

The error bars are smaller than the marker size. . . . . . . . . . 56

2.27 Laboratory rapidity (y) and transverse momentum (pT ) distribu-

tion of reconstructed muon pairs for 10 A GeV/c central Au+Au

(left) and 15 A GeV/c central Ni+Ni (right) collision respec-

tively. The arrow indicates the mid-rapidity region. . . . . . . . 57

2.28 Variation of J/ψ reconstruction efficiency and signal to back-

ground ratio as function of mean value of pT (y inclusive) (top)

and mean value of y (pT inclusive) (bottom) for 10 A GeV

Au+Au & 15 A GeV Ni+Ni collision. The error bars are smaller

than the marker size. . . . . . . . . . . . . . . . . . . . . . . . . 58

2.29 Input, Accepted, reconstructed and corrected y and pT spectra

for central Au+Au collision at
√
sNN = 4.54 GeV (top) and

Ni+Ni (bottom) collision at
√
sNN = 5.47 GeV. The error bars

are smaller than the marker size. . . . . . . . . . . . . . . . . . 59

3.1 Schematic of Multi Wire Proportional Counter (MWPC). The

figure is taken from Ref. [9]. . . . . . . . . . . . . . . . . . . . . 67

3.2 Schematic of Micro Strip Gas Counter (MSGC). The figure is

taken from Ref. [12]. . . . . . . . . . . . . . . . . . . . . . . . . 67

3.3 Schematic of a Micro Groove chamber. The figure is taken from

Ref. [14]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.4 Schematic of Micro Gap chamber. The figure is taken from

Ref. [17]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.5 Schematic of Micro Wire chamber. The figure is taken from

Ref. [18]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

xxv



3.6 Schematic of Micro Pin Array chamber. The figure is taken from

Ref. [19]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.7 Schematic of Micromegas chamber. The figure is taken from

Ref. [20]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.8 Different techniques of photo-lithography.Left: Double

Mask (DM); Right: Single Mask (SM) technique. The figure

is taken from Ref. [25]. . . . . . . . . . . . . . . . . . . . . . . . 73

3.9 Schematic of a triple GEM chamber in 3-2-2-2 configuration. The

figure is taken from Ref. [30]. . . . . . . . . . . . . . . . . . . . 74

4.1 Fabrication steps of triple GEM chambers. . . . . . . . . . . . . 90

4.2 Triple GEM chamber under testing with Fe55 X-ray source. . . . 92

4.3 Schematic of the voltage divider network in the SM triple GEM

prototype. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.4 Schematic of the electronic setup. . . . . . . . . . . . . . . . . . 93

4.5 Typical Fe55 spectra obtained for ∆V ∼ 410 V across each of the

SM GEM foils. The corresponding drift field, transfer fields and

induction field are ∼ 2.4 kV/cm, ∼ 3.7 kV/cm and ∼ 3.7 kV/cm

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.6 Gain of the SM triple GEM detector prototype as a function of

the ∆V across each of the GEM foils and for different irradiation

rates. Error bars are smaller than the marker size. . . . . . . . . 95

4.7 Energy resolution of the SM triple GEM detector prototype as a

function of the ∆V across each of the GEM foils and for different

irradiation rates. Error bars are smaller than the marker size. . 95

xxvi



4.8 Count rate of the SM triple GEM detector prototype as a func-

tion of the ∆V across each of the GEM foils and for different

irradiation rates. . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.9 Variation of gain, energy resolution (left) and count rate (right)

as a function of the ∆V across each of the GEM foils of a DM

triple GEM chamber. Error bars are smaller than the marker size. 97

4.10 Top: Setup for the efficiency measurement of SM triple GEM

chamber. Bottom: schematic of the electronic setup for the effi-

ciency measurement of SM triple GEM chamber. . . . . . . . . . 99

4.11 3F signal (pink) and discriminated GEM signal after TTL-NIM

adapter (magenta) as observed in the oscilloscope. The time

scale is set at 2 µs/div, the voltage scale is set at 500 mV/div

and the load is 50 Ω. . . . . . . . . . . . . . . . . . . . . . . . 100

4.12 Left: A typical cosmic muon spectrum from the GEM chamber

at a ∆V of 392 V across each of the GEM foils. The spectrum

is fitted with a Landau distribution. Right: The variation of the

MPV as a function of the applied voltage (∆V ) across the GEM

foil. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.13 Variation of the efficiency (4F/3F) of the chamber as functions

of ∆V across each GEM foil. . . . . . . . . . . . . . . . . . . . . 101

4.14 Left: Detector arrangement for the time resolution measurement

of SM triple GEM chamber. Right: Schematic of the electronics

setup for the time resolution measurement of SM triple GEM

chamber. The 137Cs source is placed on top of scintillator SC3. 101

4.15 2F signal (pink), discriminated GEM signal after TTL-NIM

adapter (magenta) and TAC output (green) as observed in the

oscilloscope. The time scale is set at 2 µs/div and the voltage

scale is set at 500 mV/div for 2F and GEM signal, 1.0 V/div for

the TAC output and the load is 50 Ω. . . . . . . . . . . . . . . . 102

xxvii



4.16 Typical timing spectrum with 2F scintillator signal as the start

signal and GEM signal as the stop signal. The timing spectrum

is fitted with a Gaussian distribution. . . . . . . . . . . . . . . 103

4.17 Variation of the time difference between the start and stop sig-

nal (left) and of the respective σGEM values (right) as a function

of ∆V across each GEM foil. . . . . . . . . . . . . . . . . . . . 103

4.18 Variation of gain (top), energy resolution (middle), T, p and RH

(bottom) as a function of time. Error bars are smaller than the

marker size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.19 Correlation of gain (top) and energy resolution (bottom) with

T/p. Error bars are smaller than the marker size. . . . . . . . . 106

4.20 Variation of the normalised gain and normalised energy resolu-

tion as a function of accumulated charge. The error bars are

smaller than the marker size. . . . . . . . . . . . . . . . . . . . 107

4.21 Variation of normalised gain (left) and energy resolution (right)

as a function of RH. . . . . . . . . . . . . . . . . . . . . . . . . 108

4.22 Top: Variation in gain over the central part of the DM triple

GEM chamber. Bottom: Distribution of the measured gain. . . 109

4.23 Top: Variation in energy resolution over the central part of the

DM triple GEM chamber. Bottom: Distribution of the energy

resolution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.24 Top: Variation in count rate over the central part of the DM

triple GEM chamber. Bottom: Distribution of the measured

count rate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

xxviii



4.25 Schematic representation of the Charging up effect inside a GEM

hole. EPolarised indicates the electric field generated due to the

dielectric polarisation. EExternal indicates the electric field gener-

ated due to the external high voltage and EInternal indicates the

electric field generated due to the accumulation of the charges

on the Kapton wall. . . . . . . . . . . . . . . . . . . . . . . . . 112

4.26 Variation of gain and T/p as a function of time. The top (a),

middle (b) and bottom (c) plots are for 1 kHz, 10 kHz and 90 kHz

X-rays irradiation rates falling on 13 mm2 (flux: 0.08 kHz/mm2),

50 mm2 (flux: 0.2 kHz/mm2) and 28 mm2 (flux: 3.2 kHz/mm2)

area of the GEM chamber respectively. All the measurements are

carried out at an HV of - 4.2 kV (corresponding to ∆V ∼ 390 V

across each of the GEM foils) and at three different positions on

the active area of the chamber. The corresponding drift, transfer

and induction fields are 2.3 kV/cm, 3.5 kV/cm and 3.5 kV/cm

respectively. The error bars are smaller than the marker size. . 113

4.27 Variation of the normalised gain as a function of time. The

top (a), middle (b) and bottom (c) plots are for 1 kHz, 10 kHz

and 90 kHz X-ray irradiation rates falling on 13 mm2 (flux:

0.08 kHz/mm2), 50 mm2 (flux: 0.2 kHz/mm2), 28 mm2 (flux:

3.2 kHz/mm2) area of the GEM chamber respectively. The error

bars are smaller than the marker size. . . . . . . . . . . . . . . 115

4.28 Variation of gain, (a) T/p and (b) normalised gain as a func-

tion of time for 1 kHz X-rays irradiating a 13 mm2 (flux:

0.08 kHz/mm2) area of the GEM chamber. The measurement

has been carried out at a HV of - 4.2 kV. The HV was kept OFF

for ∼ 60 minutes before taking the first measurement with the

Fe55 X-ray source. The error bars are smaller than the marker

size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

xxix



4.29 Variation of gain, (a) T/p and (b) normalised gain as a func-

tion of time for 1 kHz X-rays irradiating a 13 mm2 (flux:

0.08 kHz/mm2) area of the GEM chamber. The measurement

is carried out at an HV of - 4.1 kV which corresponds to a

∆V ∼ 382 V across each GEM foil and drift field, transfer field,

and induction field of 2.3 kV/cm, 3.4 kV/cm and 3.4 kV/cm

respectively. The HV is kept ON for 24 hours before taking the

first measurement with the Fe55 X-ray source. The error bars are

smaller than the marker size. . . . . . . . . . . . . . . . . . . . 118

4.30 Variation of the gain and T/p (K/atm) as a function of time

at a HV of - 5100 V. The initial decrease in gain due to the

polarisation effect is fitted with a 2nd degree polynomial. The

error bars are smaller than the marker size. . . . . . . . . . . . . 120

4.31 Variation of the initial gain decrease time as a function of voltage

across the GEM foil (∆V ) for different irradiation rates. . . . . 122

4.32 Variation of the slope (p1) as a function of irradiation rates. . . 122

4.33 Variation of normalised gain as a function of time (hour) for

different irradiation rates. All the measurements are carried out

at a HV of - 5085 V (∆V = 409 V). The error bars are smaller

than the marker size. . . . . . . . . . . . . . . . . . . . . . . . . 123

4.34 Charging-up time as a function of rate for different voltage set-

tings. The error bars are smaller than the marker size. . . . . . 124

4.35 Variation of normalised gain as a function of time (in hour) at a

∆V of 409 V across each GEM foil (HV of -5085 V ) and particle

flux ∼ 7.78 kHz/mm2. The measurement is started as soon as

the HV reached to its specific value and the source placed on the

chamber. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

xxx



4.36 Variations of gain (top left), energy resolution (top right) and

count rate (bottom) over the scanned 10 cm × 10 cm area of the

SM triple GEM chamber at a HV of -5075 V. The ∆V across

each of the GEM foils is ∼ 402.7 V. . . . . . . . . . . . . . . . 126

4.37 Distribution of gain (left), energy resolution (middle) and count

rate (right) over the scanned 10 cm × 10 cm area of the SM

triple GEM chamber at a HV of -5075 V. The ∆V across each

of the GEM foils is ∼ 402.7 V. . . . . . . . . . . . . . . . . . . . 127

4.38 Variation of normalised gain (top) and energy resolution (bot-

tom) as a function of time with HV of -5075 V. The ∆V across

each of the GEM foils is ∼ 402.7 V. The normalised gain is fitted

with an exponential function (p0 (1 − p1e−t/p2 )) to extract the

charging-up time (p2). . . . . . . . . . . . . . . . . . . . . . . . 128

4.39 (Top) Variation of the charging-up time over the scanned

10 cm × 10 cm area of the SM triple GEM chamber with HV

of -5075 V. The ∆V across each of the GEM foils is ∼ 402.7 V.

(Bottom) Distribution of the charging-up time. . . . . . . . . . 129

4.40 Variations of gain (top left), energy resolution (top right) and

count rate (bottom) over the scanned 10 cm × 10 cm area of the

SM triple GEM chamber with HV of -5075 V. The ∆V across

each of the GEM foils is ∼ 402.7 V. . . . . . . . . . . . . . . . 130

4.41 Distribution of gain (left), energy resolution (middle) and count

rate (right) over the scanned 10 cm × 10 cm area of the SM

triple GEM chamber at a HV of -5075 V. The ∆V across each

of the GEM foils is ∼ 402.7 V. . . . . . . . . . . . . . . . . . . 131

4.42 The ratios of gain, energy resolution and count rate with and

without considering the charging-up effect of the SM triple GEM

chamber at the sixteen different positions of the chamber. The

error bars are smaller than the marker size. . . . . . . . . . . . . 131

xxxi



4.43 Left: Variation in gain, energy resolution and T/p as a function

of time. Right: Variation of normalised gain and normalised en-

ergy resolution as a function of the total accumulated charge for

Ar/CO2 gas mixture in 70/30 volume ratio (top), 80/20 volume

ratio (middle) and 90/10 volume ratio (bottom) of the DM triple

GEM chamber. The error bars are smaller than the marker size. 133

4.44 Distributions of normalised gain and normalised energy resolu-

tion for Ar/CO2 gas mixture in 70/30 volume ratio (top), 80/20

volume ratio (middle) and 90/10 volume ratio (bottom) of the

DM triple GEM chamber. . . . . . . . . . . . . . . . . . . . . . 134

4.45 Left: Variations in gain, energy resolution and T/p as functions

of time. Right: Variation in normalised gain and normalised

energy resolution as a function of total accumulated charge per

unit area with Ar/CO2 gas mixture in 70/30 volume ratio for the

SM triple GEM chamber. The error bars are smaller than the

marker size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

4.46 Distribution of normalised gain (left) and normalised energy res-

olution (right) with an Ar/CO2 gas mixture in the 70/30 volume

ratio for the SM triple GEM chamber. . . . . . . . . . . . . . . 136

4.47 Microscope setup for scanning the GEM foil (top left). Imper-

fections in the GEM foil at different magnifications (top right,

bottom left image with the 40X magnification and bottom right

image with 20X magnification.) . . . . . . . . . . . . . . . . . . 137

4.48 Distribution of GEM hole diameter (left) and pitch (right). . . . 138

4.49 Millipore water bath of the GEM foil. . . . . . . . . . . . . . . . 139

4.50 Ultrasonic bath of the GEM foil with Millipore water as the

medium. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

xxxii



4.51 Setup for leakage current measurement of the GEM foil (top).

Leakage current as a function of time (bottom). The error bars

are smaller than the marker size. . . . . . . . . . . . . . . . . . 140

4.52 Arrangement of GEM foils, voltage and current distribution in

different planes of the chamber. . . . . . . . . . . . . . . . . . . 142

4.53 A schematic of the experimental setup. . . . . . . . . . . . . . . 144

4.54 The setup for the spark probability measurement of the SM triple

GEM chamber with the pion beam at the CERN SPS accelerator

facility. Left: setup for the pion beam, Right: setup for the

shower. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

4.55 Particle flux at the GEM plane during the shower from FLUKA

simulation induced by a 150 GeV/c pion beam on 20 cm thick

iron slab. The figures are generated by Dr. Anna Senger, FAIR,

Germany. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

4.56 ADC distribution for the pion of average rate 27 kHz with

∆V1=390 V, ∆V2=385 V and ∆V3=380 V. . . . . . . . . . . . . 147

4.57 ADC distribution for shower environment with ∆V1=390 V,

∆V2=385 V and ∆V3=380 V. . . . . . . . . . . . . . . . . . . . 147

4.58 Currents and the GEM counting rate for the Pion beam of

rate 27 kHz. The GEM count rate is plotted in the units of

counts/100 ms. The different currents i1 to i7 correspond to V1

to V7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

4.59 Current and the GEM counting rate during Shower: Beam rate

is 120 kHz. The GEM count rate is plotted in the units of

counts/100 ms. The different currents i1 to i7 correspond to

V1 to V7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

xxxiii



4.60 Identification of spark from the drop in the GEM counting rate

during a spill. In parallel, the currents on all GEM electrodes

are registered and displayed. The time axis is shown in the unit

of second. i1 to i7 shown in different colours, are the currents

corresponding to V1 to V7. The GEM count rate, shown in

black, is in the unit of counts/100 ms. . . . . . . . . . . . . . . . 151

4.61 Example of the spill where two sparks are observed. The time

axis is shown in the unit of second. i1 to i7, shown in different

colours, are the currents corresponding to V1 to V7. The GEM

count rate, shown in black, is in the unit of counts/100 ms. . . . 152

4.62 Spark probability of the detector as a function of the gain. . . . 153

4.63 Efficiency (3F/2F) as a function of the sum of the voltages across

the GEM foil for different particle rates. . . . . . . . . . . . . . 154

4.64 Charging-up time as a function of the measured gain of the SM

and DM triple GEM chambers. . . . . . . . . . . . . . . . . . . 157

5.1 Schematic of the mCBM experimental setup (top). Detectors

are placed at 25◦ from the beam axis. The detector sub-systems,

placed downstream of the target chamber, are the following:

mSTS - mini-Silicon Tracking Station, mMUCH - mini-Muon

Chamber System, mTRD - mini-Transition Radiation Detec-

tor, mTOF - mini-Time Of Flight, mRICH - mini-Ring Imag-

ing Cherenkov. The view from the mCBM cave is shown in the

bottom figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

5.2 Left: Photograph of the experimental setup showing different

detector sub-systems installed at the SIS18 facility of GSI for

the mCBM campaign. Right: Real size trapezoidal GEM module

used as a mMUCH chamber. . . . . . . . . . . . . . . . . . . . . 164

xxxiv



5.3 Spill structure of GEM1, GEM2 and TO detectors. The noisy

channels are masked in the FEBs to see the clear spill structure. 165

5.4 Time resolution map of GEM1 chamber. The plot is taken from

Ref. [6]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

5.5 Gain map of GEM1 chamber. The active area of the chamber is

divided into 21 smaller areas as shown in the right figure. The

left figure indicates the relative gain values at the different areas

of the chamber. The plots are taken from Ref. [6]. . . . . . . . . 166

xxxv



List of Tables

2.1 Foreseen energies for nucleus-nucleus collisions at SIS100 [6].

Pbeam represents the momentum of the beam, Ebeam represents

the beam total energy, Ekinetic represents the beam kinetic en-

ergy and
√
sNN represents the centre of mass energy. . . . . . . 24

2.2 Specification of different MuCh absorbers. The 1st absorber is

made of three parts and with two different materials. The portion

of the 1st absorber which is inside the magnet is of trapezium

shape and the rest of the absorbers are parallelopiped in shape.

The 5th absorber is used for the J/ψ detection. . . . . . . . . . . 26

2.3 Input parameters of PLUTO for different beam energies. . . . . 31

2.4 Reconstruction efficiency and Signal to background ratio for ω

in central Au+Au collision at
√
sNN = 4.1 GeV for different

geometry configurations. . . . . . . . . . . . . . . . . . . . . . . 36

2.5 List of J/ψ reconstruction efficiency (ǫJ/ψ) and signal to

background (S/B) ratios for central Au+Au collision at
√
sNN = 4.54 GeV with different geometry configurations of the

5th absorber. The statistical errors associated with the obtained

values are also quoted. . . . . . . . . . . . . . . . . . . . . . . . 44

2.6 Selection cuts on the reconstructed global tracks to select the

muon track candidates. The hit cuts on the detector sub-systems

indicate the acceptance criteria of the muon pairs. . . . . . . . . 55

xxxvi



2.7 Reconstruction efficiency (ǫJ/ψ) and S/B ratio for J/ψ mesons in

central Au+Au and Ni+Ni collision at
√
sNN = 4.54 GeV and

√
sNN = 5.47 GeV respectively from different fitting methods.

Method 1 & 2 are based on the MC information and full fit

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.1 Overview on the characteristics of the first era of gas-filled de-

tectors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.2 Summary of the application of the GEM detector in HEP exper-

iments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.1 Summary of charging-up time for different radiation flux and

gain of the DM triple GEM chamber. . . . . . . . . . . . . . . . 119

4.2 ∆V across each GEM foil, average gain and fields on the various

gaps of the SM triple GEM chamber for different HV settings.

The gain values are measured with X-ray flux of ∼ 0.14 kHz/mm2.120

4.3 Variation of time in hour up to which the initial gain decreases

with different ∆V and radiation flux. . . . . . . . . . . . . . . . 121

4.4 Saturated gain and charging-up time for different radiation flux. 124

4.5 Typical potential differences and fields on the various gaps of the

triple GEM chamber, operated with Ar/CO2 in a 70/30 mixing

ratio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

4.6 Summary of charging-up time for different radiation flux and

gain of the SM and DM triple GEM chambers. . . . . . . . . . . 157

xxxvii



Glossary of acronyms used in this thesis

√
sNN Centre of mass energy.

AGS Alternating Gradient Synchrotron.

APPA Atomic, Plasma Physics and Applications.

BM@N Baryonic Matter at Nuclotron.

BNL Brookhaven National Laboratory.

CBM Compressed Baryonic Matter.

CEE Cooler storage ring External-target Experiment.

CERN European Organisation for Nuclear Research.

CF Calibration Factor.

CMS Compact Muon Solenoid.

CNM Cold Nuclear Matter.

COMPASS Common Muon and Proton Apparatus for Structure and Spec-
troscopy.

CP Critical Point.

DHS Dipole Hadron Spectrometer.

DM Double Mask.

Ebeam Beam total energy.

Ekinetic Beam kinetic energy.

ECAL Electro Magnetic Calorimeter.

EOS Equation Of State.

FAIR Facility for Antiproton and Ion Research.

FEB Front End Boards.

FIFO Fan In Fan Out.

FLUKA FLUktuierende KAskade.

GEANT GEometry ANd Tracking.

GEM Gas Electron Multiplier.



GSI GSI Helmholtzzentrum für Schwerionenforschung.

HADES High Acceptance DiElectron Spectrometer.

HEP High Energy Physics.

HERA Hadron Electron Ring Accelerator.

HI Heavy-Ion.

HIAF High Intensity heavy ion Accelerator Facility.

HV High Voltage.

J-PARC Japan Proton Accelerator Research Complex.

LED Leading Edge Discriminator.

LHC Large Hadron Collider.

LHCb Large Hadron Collider beauty.

LMVM Low Mass Vector Meson.

LQCD Lattice QCD.

MC Monte Carlo.

MCA Multi Channel Analyser.

mCBM mini CBM.

MIP Minimum Ionizing Particle.

mMUCH mini MUon CHamber.

MPD Multi Purpose Detector.

MPGD Micro Pattern Gas Detector.

MPV Most Probable Value.

mRICH mini Ring Imaging CHerenkov.

MSGC Micro Strip Gas Counter.

mSTS mini Silicon Tracking Station.

mTOF mini Time Of Flight.

mTRD mini Transition Radiation Detector.

MTS Muon Tomography Station.

MuCh Muon Chamber.



MVD Micro Vertex Detector.

MWPC Multi Wire Proportional Counter.

NICA Nuclotron based Ion Collider fAcility.

NIM Nuclear Instrumentation Module.

NS2 No Stretch No Spacer.

NuSTAR Nuclear Structure, Astrophysics and Reactions.

Pbeam Beam momentum.

PANDA antiProton ANnihilation at DArmstadt.

PRR Proton Range Radiography.

PSD Projectile Spectator Detector.

PU tubes Polyurethane tubes.

QCD Quantum Chromo Dynamics.

QGP Quark Gluon Plasma.

RH Relative Humidity.

RHIC Relativistic Heavy Ion Collider.

RHIC-BES Relativistic Heavy Ion Collider-Beam Energy Scan.

RICH Ring Imaging CHerenkov.

RPC Resistive Plate Chamber.

SCA Single Channel Analyser.

SE Super Event.

SIS Schwer Ionen Synchrotron.

SM Standard Model.

SM Single Mask.

SPS Super Proton Synchrotron.

STP Standard Temperature and Pressure.

STS Silicon Tracking System.

TAC Time to Amplitude Converter.

Thermal-FIST Thermal-Fast and Interactive Statistical Toolkit.



TOF Time Of Flight.

TOTEM TOTal Elastic and diffractive cross section Measurement.

TPC Time Projection Chamber.

TRD Transition Radiation Detector.

TSCA Timing Single Channel Analyser.

TTL Transistor Transistor Logic.

UrQMD Ultra relativistic Quantum Molecular Dynamics.



Chapter 1

Introduction

1.1 Introduction

Rutherford’s famous gold foil experiment in the early 1900’s revealed the atomic

structure of Gold (Au) and established the fact that the entire mass of the atom

is concentrated in a very small volume and the rest of the space is empty [1].

The concentrated region of the atom is known as the nucleus, which consists

of positively charged protons and neutral neutrons. The negatively charged

electrons are revolving in different orbits around the nucleus making the atom

electrically neutral. Further scattering experiments have revealed that the pro-

tons and neutrons are not the elementary constituents [2]. They are made up of

quarks and gluons which are considered as the elementary particles according

to the Standard Model (SM) [3] of Particle Physics. All the matter around us,

made up of atoms, can be characterized by its properties. The matter can be

broadly classified into three states, namely solid, liquid and gas. For example,

at the Standard Temperature and Pressure (STP), water is liquid, Nitrogen (N)

is gaseous and Iron (Fe) is solid. In thermal equilibrium, the properties of mat-

ter can be characterized by certain macroscopic observables like temperature,

pressure, etc. known as control parameters. The variation of the control pa-

rameters can change the state of matter. The different states of a particular

type of matter are usually represented in terms of a diagram known as the phase

diagram. The most common and well-known example is the phase diagram of
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water. It consists of mainly three phases: solid (ice), liquid (water) and gas

(steam). The variation of these as a function of control parameters is well known

and can be found in any standard textbook of thermodynamics [4]. Similarly,

the properties of nuclear matter, governed by the strong nuclear force, can have

different phases. The different phases of nuclear matter can be accessed by

either heating the nucleons to extremely high temperatures or by compressing

them to high densities. The strong nuclear force is explained using a relativistic

quantum field theory, known as Quantum Chromo Dynamics (QCD) [5]. The

phase diagram of strongly interacting matter is known as the QCD phase dia-

gram [6, 7]. The conjectured phases of strongly interacting matter as functions

of temperature (T in MeV) and baryon chemical potential (µB in MeV) are

shown in Fig. 1.1 [8].

Figure 1.1: The conjectured phase diagram of strongly interacting matter, known as the QCD
phase diagram. The region of operations for different heavy-ion experiments is shown in the
figure by curved white lines with arrows at both ends. The figure is taken from Ref. [8].

The only possible way to study such extreme states of strongly interacting mat-

ter in the laboratory is by colliding heavy-ions at relativistic speeds. The ad-

vancement of the accelerator facility provides us with the opportunity to probe

the smallest distances in nature. It also helps us to understand the behaviour

of the elementary particles and their interactions. Experimental High Energy
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Nuclear Physics allows us to find the answers to a few most important unsolved

questions of physics, for example how the universe was created, what are the

building blocks of the universe and how they interact, interaction properties of

the elementary particles and also the evolution of the early universe. There are

several accelerator facilities devoted to study the different regions of the QCD

phase diagram. In Fig. 1.1, the anticipated region of operation of a few past,

ongoing and upcoming heavy-ion experiments is illustrated. Experiments at

the LHC (Large Hadron Collider) and the top RHIC (Relativistic Heavy Ion

Collider) energies explore the high temperature and vanishing baryon density

regime of the QCD phase diagram [9, 10, 11]. The vanishing net baryon density

regime exists for a few microseconds after the BigBang [12]. While expanding

from this situation, the system hadronizes and finally freezes out chemically at

a temperature around 160 MeV [13, 14]. A smooth crossover transition from the

Quark Gluon Plasma (QGP) 1 phase to the hadronic phase is observed in vanish-

ing baryon chemical potentials [15]. This temperature and the transition from

the partonic phase (QGP) to the hadronic phase matches well with the predic-

tion from the Lattice QCD (LQCD) calculations 2 [16, 17]. However, the LQCD

calculations can be applied only for a vanishing baryon chemical potential. At

a non-vanishing value of the baryon chemical potential, the LQCD calculations

suffer from the so called sign problem [18]. For large baryon chemical potential

and low temperature regimes, LQCD inspired field theory calculations suggest a

rich structure of the QCD phase diagram, such as a first order phase transition

from hadronic matter to partonic matter which terminates at a second order

Critical Point (CP) [19, 20, 21]. The experimental evidence of such a structure

is currently one of the major goals of the ongoing and upcoming heavy-ion ex-

periments. The existing data from the last few decades of huge experimental

works, such as Relativistic Heavy Ion Collider-Beam Energy Scan (RHIC-BES)

at BNL, New York, Super Proton Synchrotron (SPS) at CERN, Geneva, Alter-

nating Gradient Synchrotron (AGS) at BNL, New York, etc. shed light on the

1QGP is a new state of matter created after the collision of heavy-ions at relativistic speeds. It is a thermalised
soup of deconfined quarks and gluons.

2Lattice QCD is the only known theoretical formulation which can describe the thermodynamics of quarks
and gluons.
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thermal properties of the QGP by studying the bulk properties of the matter

created in heavy-ion collisions. However, the location of the CP, the order of

phase transition from partonic matter to hadronic matter at a finite baryon

chemical potential, and the Equation Of State (EOS) at high baryon chemical

potential regimes remain open questions to the High Energy Physics (HEP)

community. Therefore, the systematic measurement of rare diagnostic probes

in the finite to high baryon chemical potential region with unprecedented pre-

cision should have a large discovery potential. However, the prerequisite to

achieve success in the exploration of the yet uncharted territory of the QCD

phase diagram is the combination of high intensity beams and detectors with

high efficiency and high rate handling capabilities. New accelerator facilities are

coming up to serve the requirement of high luminosity beams and substantial

progress is made in detector technologies to handle the expected high particle

rates.

A summary of the upcoming experimental facilities planning to scan the QCD

phase diagram at moderate to high baryon density and the low temperature

regime, are given below and the foreseen interaction rates are shown as functions

of the centre of mass energy in Fig. 1.2 [22, 23].

The Nuclotron-based Ion Collider fAcility (NICA) [24] is under construction at

JINR, Dubna, Russia. The Baryonic Matter at Nuclotron (BM@N) [25] is a

fixed target experiment planning to cover the energy range of
√
sNN = 2.3 -

3.5 GeV for the heavy-ions. It aims to study the electromagnetic probes (γ, e+,

e−), strange mesons and multi-strange hyperons. The Multi-Purpose Detec-

tor (MPD) [26] at NICA is for a collider experiment. The energy range covered

by this experiment will be
√
sNN = 4 - 11 GeV for the heavy-ions. The MPD

is designed to detect charged hadrons, light nuclei, photons and electrons.

The High Intensity heavy-ion Accelerator Facility (HIAF) [27] in China aims to

provide intense primary and radioactive ion beams for atomic physics, nuclear

physics and related research fields. The Cooler storage ring External-target
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Figure 1.2: Interaction rates achieved by existing and planned experimental facilities as a
function of the centre of mass energy. The figure is taken from Ref. [23].

Experiment (CEE) [28] is a fixed target hadron detector. It will span the

energy range of
√
sNN = 1.2 - 2.7 GeV for the heavy-ions.

A heavy-ion accelerator scheme is proposed for the Japan Proton Accelerator

Research Complex (J-PARC-HI) [29]. The Dipole Hadron Spectrometer (DHS)

there is being designed to measure both the hadrons and leptons simultaneously

at an energy range of
√
sNN = 2 - 6.2 GeV for the heavy-ions.

The Super Proton Synchrotron (SPS) is a running heavy-ion facility at the

European Organisation for Nuclear Research (CERN). The NA61/SHINE [30] is

a proposed detector setup at the SPS to study the production of open charm and

multi-strange hadrons using heavy-ion beams in the energy range of SPS [30].

The high statistics open charm measurements in Pb+Pb collisions at 150 A GeV

and 40 A GeV will be conducted in 2022-2024. Another proposed detector setup

at SPS is NA60+ [31]: the successor to the NA60 experiment [32]. It aims to

measure the thermal di-muons, charmonium states and open charm production

in a beam energy range of
√
sNN = 4.5 - 17.3 GeV with heavy-ions.
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The Facility for Antiproton and Ion Research (FAIR) [33, 34, 35] at Darm-

stadt, Germany is currently under construction and is designed to deliver high

intensity primary beams starting from the proton up to uranium. The Com-

pressed Baryonic Matter (CBM) [36, 37, 38, 39] experiment at the FAIR acceler-

ator complex is a fixed target experiment designed to detect hadrons, electrons

and muons in the heavy-ion collisions over the energy range of
√
sNN = 2.7 -

5.0 GeV [40, 41]. The uniqueness of the CBM experiment is its foreseen high

interaction rates which can reach up to 10 MHz, orders of magnitude higher

compared to the existing or planned experimental facilities [22, 23]. Such high

interaction rates will help to achieve an unprecedented precision in the mea-

surement of rare diagnostic probes such as multi strange (anti-) hyperons and

charmed particles.

This thesis is aimed at studying the feasibility of di-muon detection in the CBM

experiment and to investigate the performance of the Gas Electron Multiplier

(GEM) detector, proposed to be used as the tracking detector for the detection

of muon pairs coming from the decay of Low Mass Vector Mesons (LMVM)

and J/ψ. In the following sections, a detailed overview of the FAIR accelerator

facility, the CBM detector setup, the physics goals of the CBM experiment and

the aim of the thesis are discussed respectively.

1.2 Facility for Antiproton and Ion Research (FAIR)

The FAIR accelerator facility is currently under construction using the existing

SIS18 (Schwer Ionen Synchrotron 18) accelerator facility at GSI, Darmstadt,

Germany [33, 34, 35]. The schematic of the FAIR accelerator facility is shown

in Fig. 1.3 [40]. The FAIR accelerator facility consists of a synchrotron having

a magnetic rigidity 3 of 100 Tm and hence it is known as the SIS100 accel-

erator ring. The existing SIS18 synchrotron ring acts as the injector of the

3Magnetic rigidity is a measure of the angular deflection when a charged particle travels through a given
magnetic field. It is defined as p

e = B × ρ, where p is the magnitude of the particle momentum, e is the charge
of the particle, B is the magnetic field and ρ is the bending radius of the particle in the magnetic field B.
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Figure 1.3: Schematic of the FAIR accelerator facility under construction at GSI, Germany [33,
34, 35]. The red marker indicates the facility under construction and the blue marker indicates
the existing SIS18 facility at GSI, Germany. The figure is taken from Ref. [40].

primary beams to the SIS100 accelerator ring. Some of the unique features of

the SIS100 ring over the existing SIS18 ring include the 100 - 1000 increase in

the intensity of the beam and ∼ 10 times increase in the energy of the beam [34].

While the construction of the SIS100 accelerator ring is ongoing, the respective

collaborations are preparing to take the first beam on target by the end of 2025.

At FAIR, there are four experimental pillars, namely Atomic, Plasma

Physics and Applications (APPA) [42], antiProton ANnihilation at DArm-

stadt (PANDA) [43], Compressed Baryonic Matter (CBM) [39] and Nuclear

Structure, Astrophysics and Reactions (NuSTAR) [44]. The APPA collabora-

tion aims to explore different branches of Atomic Physics, Plasma Physics and

Material Science and also applications in the field of Biophysics. The PANDA

collaboration aims to explore the structure of hadrons to understand the mecha-

nism behind the mass generation of hadrons and also the confinement of quarks

and gluons. The NuSTAR collaboration aims to combine nuclear physics with

precision astronomy to understand different astrophysical scenarios. The CBM

7



collaboration aims to explore the state of strongly interacting matter under a

moderate to high baryon density environment. The science goal of the FAIR

facility spans a broad range which includes the understanding and investigation

of all aspects of matter, starting from the quark gluon structure of the hadrons

to the macroscopic objects in the universe like stars and supernovae.

1.2.1 Compressed Baryonic Matter (CBM) experiment

The CBM, a fixed target experiment, at the FAIR accelerator facility is aimed to

study the QCD phase diagram at low temperature and moderate to high baryon

density regime by colliding heavy-ions (Au+Au) at relativistic speeds [45]. The

high baryon density regime of the QCD phase diagram is still an uncharted

territory where different theoretical models predict the existence of a first order

phase transition from hadronic matter to partonic matter that ends at a second

order CP [46, 47]. The CBM experiment aims to scan the QCD phase diagram

with an Au beam on an Au target over an energy range of
√
sNN = 2.7 - 5.0 GeV.

The CBM experiment aims to investigate the following points at moderate to

high baryon chemical potentials [45] involved in the process of nucleus-nucleus

collision;

• The equation of state of QCD matter and the relevant degrees of freedom

• Phase transition from hadronic matter to partonic matter or existence of

phase coexistence

• Modification of hadrons in the dense baryonic matter

• Location of the critical point

• Creation and propagation of charm quarks close to and below the produc-

tion threshold

The above mentioned physics cases will be investigated at the CBM experiment

by studying the following observables:
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The equation of state can be investigated by studying the collective flow of

identified particles generated due to the density gradient of the early fireball

and also by multi-strange hyperons, preferentially produced in the dense phase

of the fireball via sequential collisions. The phase transition from the hadronic

to the partonic medium can produce the following effects: a) multi-strange

hyperons driven into equilibrium at the phase boundary and b) the excitation

function of the fireball temperature reflecting a caloric curve. The event-by-

event fluctuation of conserved quantities such as charge, baryon number and

strangeness number should indicate the location of the critical point. The

invariant mass spectra of di-leptons are sensitive to the in-medium modification

of the hadrons in the dense baryonic matter. The production and propagation

of charm quarks can shed light on the early stage of collision and can offer the

possibility of probing the degrees of freedom over the entire collision history.

To achieve the above mentioned goals of the CBM experiment, a multi-purpose

detector setup is needed which can detect all the particles produced in the

collision. In Fig. 1.4, a simulated picture of the CBM detector setup is shown.

A brief description of the individual detector sub-systems is given below.

Beam Pipe: The task of the beam pipe is to guide the incoming beam to the

beam dump. Therefore a proper design of the beam pipe is very crucial since

it may affect the performance of individual detector sub-systems. The design

of the beam pipe is not yet finalized for the CBM setup. However, the latest

beam pipe design used in the performance simulation consists of several sections.

Inside the Silicon Tracking System (STS) and Muon Chamber (MuCh) (/Ring

Imaging CHerenkov (RICH)) sub-system the shape of the beam pipe is conical

and beyond MuCh, it is cylindrical in shape. The beam pipe is made of carbon

fiber of 0.5 mm thickness. Several simulation studies are ongoing to finalize the

design of the beam pipe and details of them can be found in Ref. [49, 50, 51].

Dipole magnet: The dipole magnet of CBM will be a superconducting magnet

with an aperture of + 25◦. The magnet will provide a magnetic field with a

total bending power of 1 Tm. The magnet will be used to identify charged
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Figure 1.4: Simulated image of the CBM detector setup. It consists of a dipole magnet,
Micro Vertex Detector (MVD), Silicon Tracking System (STS), Ring Imaging CHerenkov
detector (RICH), Muon Chamber (MuCh), Transition Radiation Detector (TRD), Time Of
Flight (TOF) wall, Electromagnetic CALorimeter (ECAL) and Projectile Spectator Detec-
tor (PSD). The figure is taken from Ref. [48].

particles by bending their trajectories. More details about the dipole magnet

can be found in Ref. [52].

Micro Vertex Detector (MVD): The MVD detector will be placed inside

the dipole magnet for measuring the secondary vertices of the produced short

lived particles like D mesons. The measurement of the decay vertices of the

short lived particles requires detectors with good position resolution and low

material budgets. To match the requirement, Monolithic Active Pixel Sensors

(MAPS) will be placed in a vacuum box at 5 cm, 10 cm and 15 cm downstream

of the target. The typical material budget of the sensors is kept between 300 µm

to 500 µm of silicon equivalent. The typical hit position resolution varies from

3.5 µm to 6 µm with pixel sizes 18 µm × 18 µm and 20 µm × 40 µm. More

details about the MVD can be found in Ref. [53, 54].
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Silicon Tracking System (STS): The STS detector will be placed down-

stream of the MVD detector and inside the dipole magnet. It will be used

for track reconstruction and momentum determination of the charged particles.

STS will be built of eight tracking layers populated with both sided micro-strip

silicon sensors. It will be placed roughly at a distance of 30 cm to 100 cm

from the target position. This system will allow track reconstruction over a

very broad momentum range (typically ∼ 100 MeV/c to ∼ 10 GeV/c). The

required momentum resolution of the system is ∼ 1 %. To reduce the material

budget of the system, the front-end electronics will be placed outside the active

area of the system and will be connected to the sensors via low mass cables.

The typical material budget of the STS system including the support structures

will be around 800 µm silicon equivalent. More details on the STS can be found

in Ref. [55].

Ring Imaging CHerenkov Detector (RICH): The RICH detector will be

used to identify the di-electrons coming from the decay of Low Mass Vector

Mesons (LMVM) and J/ψ. It will also be used for pion suppression in the

momentum range below 10 GeV/c. It will consist of a gas radiator (∼ 1.7 m

in length) filled with Carbon dioxide (CO2). The Cherenkov radiation will be

reflected by mirrors and will be detected using Multi Anode Photo Multiplier

Tubes. More details regarding the RICH detector can be found in Ref. [56].

Muon Chamber (MuCh): The MuCh detector system will be placed in

place of the RICH detector when the di-muons will be measured. MuCh de-

tector system is made up of several hadron absorbers and detector layers are

placed in between the absorbers. It will be placed at a distance of ∼ 1.3 m

from the target position. One of the important challenges of the MuCh detec-

tor system is the identification of low momentum muons in the high particle

density environment. That is why the hadron absorbers of MuCh are made

of different thicknesses. The MuCh system consists of five hadron absorbers

and four detector stations. Each of the detector stations has three detector

layers. The Gas Electron Multiplier (GEM) detector will be used as a tracking

detector in the first two stations of MuCh due to the foreseen high particle flux.
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Resistive Plate Chambers (RPC) are proposed as tracking devices for the third

and fourth detector stations of MuCh where particle density is relatively lower.

More details about MuCh can be found in Ref. [57].

Transition Radiation Detector (TRD): The TRD will be placed behind

the MuCh or RICH detector sub-system. The TRD will be used for the iden-

tification of electrons and pions with momenta greater than 1.5 GeV/c. It will

consist of three detector layers and will be placed at a distance of ∼ 5 m from

the target position. The first TRD layer will also be used as the trigger detector

for the detection of the J/ψ meson. More details about the TRD can be found

in Ref. [58].

Time Of Flight (TOF): The TOF detector system will be placed at the end

of the TRD detector sub-system and will be used for the hadron identifications

via time of flight measurements. Glass multigap Resistive Plate Chambers will

be used for the TOF wall. The active area of the chamber will be ∼ 120 m2.

The detector will be located at a distance of ∼ 10 m from the target position.

The required time resolution of the detector sub-system is ∼ 80 ps. More details

about the TOF can be found in Ref. [59].

Electromagnetic CALorimeter (ECAL): The ECAL detector system will

be used to measure direct photons and the photons coming from the decay

of neutral mesons (e.g. π0, η). The ECAL sub-system will be made up of

140 layers of 1 mm lead and 1 mm scintillators. The details about the ECAL

sub-system can be found in Ref. [53, 54].

Projectile Spectator Detector (PSD): The PSD will be used to measure

the spectators in the nucleus-nucleus collisions. It will provide information

about the reaction plane and collision centrality. It will consist of 60 lead and

scintillator layers with a typical surface area of 10 cm × 10 cm. The details

about the PSD can be found in Ref. [60].
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1.2.2 Measurement of di-leptons at CBM

Leptons being electromagnetic in nature, are considered as one of the most

promising and efficient tools to characterize different stages of heavy-ion col-

lision. Di-leptons are produced over all stages of the evolution of the fireball

starting from the pre-equilibrium stage to the freezeout. Since leptons inter-

act only via electromagnetic interactions, they remain unaffected due to their

relatively larger mean free path [61] and thus carry the unaltered information

about the interior of the fireball where they have been produced. Di-leptons are

thus known as penetrating probes of the hot and dense matter produced in the

heavy-ion collision. The di-lepton invariant mass (M) and the transverse mo-

mentum (pT ) can be used to identify the characteristics of the different phases

of the expanding fireball. Di-leptons with larger invariant mass and high pT

are usually emitted at the early stage of the collision; similarly, lower invariant

mass and pT indicate the emission from a relatively cooler system [62, 63]. De-

pending on the lepton pair invariant mass, the entire di-lepton spectra can be

divided into three parts: a) low mass region (M ≤ 1.02 GeV), b) intermediate

mass region (1.02 < M < 3.1 GeV) and c) high mass region (M ≥3.1 GeV).

In the low mass region, the dominating source of di-lepton production is vector

meson decay. The decay of LMVM (ρ, ω, φ) in the di-lepton channel is consid-

ered as one of the most useful probes to study the in-medium modification of

the hadrons [64]. In the intermediate mass region, the radiation from the QGP

medium dominates the di-lepton spectra and thus this region is very important

for getting any possible QGP signature [65]. The excitation function of the fire-

ball temperature could indicate the order of the phase transition from partonic

matter to hadronic matter. The high mass region is populated by the heavy

quarkonia like J/ψ, ψ
′

decaying to di-leptons and their suppression can indicate

the existence of QGP [66]. The experimentally measured di-lepton spectra also

contain the background continuum having a major contribution from the weak

decays of mesons. However, the background continuum can be subtracted from

the raw spectra by using the invariant mass analysis technique.
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The MuCh detector sub-system at CBM is dedicatedly designed to track the

di-muons coming from the decay of LMVM and J/ψ and the RICH detector

sub-system will be used to detect the di-electrons so that the entire di-lepton

spectra can be measured at CBM SIS100 energies.

1.3 Aim of the thesis

The motivation behind this thesis includes the optimisation study of the MuCh

absorber and detector sub-systems for the detection of muons coming from the

decay of LMVM and J/ψ. The feasibility of di-muon reconstruction with the

optimised MuCh detector sub-system is investigated at CBM SIS100 energies.

The foreseen high interaction rate imposes a great challenge on the detector sub-

systems. As GEM will be used as the tracking device in the first two stations

of MuCh, an R&D on the GEM detector is carried out to understand the

behaviour of the chamber under prolonged irradiation. Four important aspects

of GEM detectors such as uniformity in characteristics, stability under the long-

term irradiation, charging-up effect and spark probability are addressed in this

thesis.

1.4 Structure of the thesis

The work done for this thesis can be broadly divided into the following parts:

Monte Carlo (MC) based simulations and R&D on GEM prototypes:

Chapter 2 discusses the MC based simulation studies including the optimisation

of the MuCh sub-system geometry configuration and the reconstruction of the

muon pairs with the optimised MuCh sub-system for CBM SIS100 energies. The

details of the simulated MuCh geometry, simulation framework and generation

of the input signals are also discussed in this chapter.
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After discussing the feasibility of di-muon detection using the MuCh sub-

system, Chapter 3 gives a brief introduction to the first era of gas-filled de-

tectors including the introduction and description of the GEM detector. The

applications of the GEM detector, not only in the field of experimental HEP

but also in the field of medical applications are also discussed at the end of this

chapter.

In Chapter 4, the performance study of the triple GEM chamber prototypes

is discussed. Details of the assembling process, basic characterisation studies,

effect of environmental parameters on the performance, uniformity in response

over the active area, radiation induced effects on the performance and long-

term stability study of the triple GEM chambers are discussed. The chapter

ends with the discussion of spark probability measurement of a triple GEM

chamber at the CERN-SPS beam line facility with a pion beam of momentum

150 GeV/c.

In Chapter 5, the performance of the real size GEM modules tested at the

mini-CBM beam time campaign at the existing SIS18 facility of GSI, Germany

is discussed.

Finally, a summary of the works and outlook are drawn in Chapter 6 based on

the various investigations reported in earlier chapters.
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Chapter 2

Feasibility studies of di-muon detection
at the CBM experiment

2.1 Introduction

The Muon Chamber (MuCh) at the CBM experiment is dedicatedly designed

to track the di-muons coming from the decay of Low Mass Vector Mesons

(LMVM) and charmonium [1]. The schematic of the di-muon measurement

setup at CBM (SIS100) is shown in Fig. 2.1 [2]. One of the major challenges

with the MuCh sub-system is the measurement of low momenta muons com-

ing from the decay of LMVM due to the large combinatorial background. To

measure such soft muons, the MuCh sub-system features a variable number of

hadron absorbers and detector stations with triplets of detector layers placed

in between the absorbers. The hadron absorbers will reduce the hadronic back-

grounds. The Gas Electron Multiplier (GEM) [3] detectors will be used in the

first two stations of MuCh to cope up with the expected large particle densities.

The Resistive Plate Chamber (RPC) [4] is proposed as the tracking device for

the third and fourth stations of MuCh. Each detector station contains three

detector layers arranged on an aluminium support structure which also acts as

the cooling plate for the electronics. The expected point densities at the differ-

ent MuCh stations for central (0-10%) Au+Au collision at beam momentum of

12 A GeV/c are shown in Fig. 2.2. Taking the interaction rate of 10 MHz and
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Figure 2.1: Schematic of the di-muon detection setup at CBM SIS100 energies.

using the approximate scaling factor (1/4) for going from central events to min-

imum bias 1 events, the maximum particle flux (near the beam pipe) at the four

MuCh stations for a minimum bias Au+Au collision at 12 A GeV/c is expected

to be ∼ 0.5 MHz/cm2, ∼ 0.4 MHz/cm2, ∼ 35 kHz/cm2 and ∼ 15 kHz/cm2

respectively. The density at the respective stations will increase by a factor of

∼4 in case of central collisions. Therefore, to establish the fact that GEM can

be used in the harsh radiation environment, an R&D program for the studies of

the radiation-induced effects on triple GEM chamber is undertaken at Bose In-

stitute. This study aims to understand the possible effects on the performance

of the chamber under continuous high irradiation.

This work is initiated by investigating the feasibility of di-muon detection with

the MuCh setup at CBM (SIS100 energies) followed by a detailed R&D on the

1Minimum bias events are those events where the collisions can take place at all possible impact parameters.
The impact parameter is defined as the perpendicular distance between the centre of the target and projectile
nucleons.
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Figure 2.2: Monte Carlo (MC) point density at different stations of MuCh for central (0-10%)
Au+Au collision with beam momentum of 12 A GeV/c.

performance of GEM detector prototypes under high irradiations. The details

of the GEM detector R&D are discussed in Chapter 4.

The feasibility study of di-muon detection includes the optimisation of the

MuCh hadron absorber design and simulation studies on the reconstruction

performance of the LMVM (→ µ+µ−) and J/ψ (→ µ+µ−) with MuCh sub-

system at SIS100 energies using the CBMROOT software. CBMROOT is the

software package dedicatedly designed for the CBM experiment to perform the

simulation, reconstruction, and data analysis [5]. Details of the CBMROOT

software are discussed in section 2.3.

2.2 MuCh: layout and configurations

The general philosophy of muon detection in any HEP experiment is to use

absorbers which are capable of absorbing hadrons but not the muons and a set of

detectors for the identification of muons from their tracks. The basic idea is that
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all other particles produced in the high energy nuclear collisions get absorbed

inside the absorber and the muons being highly penetrating, pass through the

absorbers and reach the detector. In CBM, the muon measurements are enabled

by the MuCh sub-system located downstream of the dipole magnet. The dipole

magnet houses the Silicon Tracking System (STS) with an angular acceptance of

2.5◦ to 25◦, required for the momentum determination of the charged particles.

The MuCh sub-system spans from 5.7◦ to 25◦. The experimental challenge for

the muon measurements in heavy-ion collisions at CBM energies is to identify

low-momentum muons in an environment of high particle densities.

Table 2.1: Foreseen energies for nucleus-nucleus collisions at SIS100 [6]. Pbeam represents the
momentum of the beam, Ebeam represents the beam total energy, Ekinetic represents the beam
kinetic energy and

√
sNN represents the centre of mass energy.

Pbeam Ebeam Ekinetic
√
sNN

(A GeV/c) (A GeV) (A GeV) (GeV)
3.3 3.43 2.49 2.9
4.4 4.5 3.56 3.2
7.95 8.0 7.06 4.1
12.0 12.04 11.1 4.9

The strategy for muon detection in the CBM experiment is to track the parti-

cles through a segmented hadron absorber system and to perform a momentum-

dependent muon identification. This concept is realized by a segmented hadron

absorber equipped with three detector layers placed in between two consecutive

absorber layers, known as stations [1]. Within the FAIR modularised start ver-

sion, the SIS100 ring will provide beams with kinetic energies up to 11 A GeV

for heavy-ions, and up to 29 GeV for proton beams [5]. In Table 2.1, the foreseen

energies for Nucleus-Nucleus (heavy-ion) collision at CBM are summarised [6].

Thus the modularised design of the MuCh detector sub-system offers additional

flexibility for hassle-free up-gradation as per requirement. Based on the beam

energy and physics interest, three different geometry variants of the MuCh sub-

system are currently investigated. The low energy version of MuCh will consist

of 3 absorbers and 2 detector stations for beam momentum Pbeam < 4 A GeV/c.

The simulated image of the CBM detector setup with the MuCh low energy ver-
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Figure 2.3: Detector setups of the CBM experiment with MuCh geometry for the low energy
setup (left) (Pbeam < 4 A GeV/c), for the Pbeam > 4 A GeV/c LMVM setup (middle) and
for the J/ψ detection setup (right). The details of absorber specifications are mentioned in
Table 2.2.

sion is shown in Fig. 2.3 (left). For the beam momentum Pbeam > 4 A GeV/c,

the MuCh sub-system will comprise of 4 absorbers and 4 detector stations, as

shown in Fig. 2.3 (middle). The J/ψ measurement setup will be equipped with

an additional iron block of 100 cm thickness at the end of the fourth detector

station. The simulated geometry is shown in Fig. 2.3 (right). The additional

100 cm thick iron absorber is used to reduce the background at the Transition

Radiation Detector (TRD) stations, which will be used as a trigger detector

for the J/ψ measurement. The first absorber block is 58 cm thick, composite

in nature, and made of graphite (28 cm) and concrete (30 cm) 2. The 2nd, 3rd

2The earlier design of the MuCh 1st absorber consist of 60 cm thick graphite. However, from the realistic
design simulations it is observed that the optimised configuration would be graphite (28 cm) and concrete
(30 cm) for the 1st absorber. The details of the study can be found in Ref. [7].
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Table 2.2: Specification of different MuCh absorbers. The 1st absorber is made of three parts
and with two different materials. The portion of the 1st absorber which is inside the magnet is
of trapezium shape and the rest of the absorbers are parallelopiped in shape. The 5th absorber
is used for the J/ψ detection.

Absorber Composition Density Thickness Shape Dimension
No. (g/cm3) (cm) (cm3)

I (a) Graphite 1.78 16 Trapezium -
I (b) Graphite 1.78 12 Parallelopiped 260×250×12
I (c) Concrete 2.3 30 Parallelopiped 260×250×30
II Iron 7.87 20 Parallelopiped 279×279×20
III Iron 7.87 20 Parallelopiped 326×326×20
IV Iron 7.87 30 Parallelopiped 382×382×30
V Iron 7.87 (7.2) 100 Parallelopiped 500×500×100

and 4th absorbers are made of iron of density 7.87 g/cm3 having thicknesses

of 20 cm, 20 cm and 30 cm respectively. In the J/ψ measurement setup, the

100 cm thick iron block will be used with a density of 7.2 g/cc. The opti-

misation of the 5th absorber is discussed in section 2.5.2. The details of the

MuCh absorbers is tabulated in Table 2.23. To avoid the effect of the fringing

magnetic field, stainless steel will be used instead of soft iron. Each detector

station has three layers made of gas-filled ionization chambers. The detectors

are placed at equal spacing in the air gap between two consecutive absorbers.

The gap between two successive absorber is 30 cm except for the first one. The

gap between the first and the second absorber is 32 cm. The GEM detectors

are used in the first two stations for their high rate handling capabilities. For

the third and fourth stations, the RPC detectors are used in the simulation

geometry. In Fig. 2.4, the simulated detector stations are shown. To reduce the

activation of the MuCh absorber materials, additional shielding (only in the

absorber region) is used around the beam pipe and below the MuCh absorbers.

To simplify the geometry, the shapes of these inserts were chosen as cylindrical

tubes. The length of each tube is equal to the thickness of the corresponding

absorbers. The simulated image of the shielding around the beam pipe and

below the MuCh absorbers is shown in Fig. 2.5. The opening angle of the hole

3Realistic studies by the MuCh mechanical colleagues revealed the non-availability of the large size iron
blocks of density 7.87 g/cm3. The highest feasible option available in the market is 7.2 g/cm3. Therefore, both
values are written in Table 2.2. The observed effects of reduced iron density are discussed in section 2.5.2.
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Figure 2.4: Simulated detector arrangement for MuCh detector sub-system.

Figure 2.5: Simulated arrangement for the shielding below the MuCh absorbers.

in the shielding is 2.9◦ for all absorbers. The simulation study for the optimisa-

tion of the opening of the beam-pipe has been performed earlier and reported

in [8]. In the latest configurations, in order to accommodate the latest design

of beam pipe shielding, 28 cm Aluminium (Al) and 30 cm Lead (Pb) are used

for shielding below the first absorber. Al is used for the rest and the opening

angle of the hole in the shielding is reduced to 2.5◦ for the first absorber. Al is

preferred in a high radiation environment due to its low activity. The shape of

the beam-pipe is evolving and has not been fixed yet. Therefore, the study on

the influence of beam pipe shielding on the performance of di-muon detection

is also ongoing.
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2.3 Simulation framework

HEP experiments are very expensive due to their complex structures. The aim

of such experiments may not be fulfilled if there are some errors or problems in

the design of the different detector sub-systems. It is, therefore, very important

to perform detailed simulations in terms of the performance of the individual

detector sub-systems with realistic simulation tools. In this thesis, the optimi-

sation of the MuCh sub-system, as carried out with the CBMROOT simulation

framework, is discussed. The simulation studies are broadly classified into two

parts. One includes the optimisation of the geometry of the MuCh sub-system

and the other includes the physics performance simulation using the optimised

MuCh sub-system at SIS100 energies.

The CBMROOT simulation package is dedicatedly designed for the CBM exper-

iment. This framework is developed using the ROOT analysis package. Using

the framework, both the simulation and data analysis can be performed. This

framework also provides the base classes for the construction of different de-

tector geometries, visualization of tracks and also other general functions. The

details of the framework is reported in Ref. [5].

The muon simulation with the CBMROOT framework includes the following

steps:

• Event generation

• Implementation of detector sub-systems

• Transportation of the generated particles through the detector sub-systems

• Segmentation of detector readout

• Digitization

• Clustering and hit finding

• Track reconstruction

28



• Identification of muon track candidates

The goal of the MuCh sub-system is to detect the muon pairs coming from the

decay of LMVM and J/ψ in a high density charged particle environment. To

mimic the situation, the UrQMD (Ultra relativistic Quantum Molecular Dy-

namics) [9] event generator is used to generate the hadronic background and

the PLUTO [10] event generator is used to generate the signal muons. The

generation of input signals using the PLUTO event generator is discussed in

section 2.4. The detector sub-systems are selected to transport the generated

particles through them. The transportation is done with the help of GEANT

(GEometry ANd Tracking) [11] transport engine. After the transportation,

GEANT gives information about the position of the energy deposition in the

detector modules. In the next step, the segmentation of the readout modules

of respective detectors is performed. This segmentation is needed to get the

spatial information of a particle falling on the respective detectors. After seg-

menting the detector readout planes, in the digitization process, the detector

responses are taken into consideration. The digis (fired pads) produced after

digitization are clubbed to form a cluster and finally, the clusters are deconvo-

luted to produce hits. Then the hits at the different detector stations are used

to reconstruct the tracks. From the reconstructed global tracks, the muon track

candidates are selected using some topological cuts on the reconstructed global

tracks. The selection of muon track candidates is discussed in the following

sections.

2.4 Generation of input signals using PLUTO

The PLUTO event generator was originally developed for HADES experiment

but it is successfully used by other collaborations in the hadronic physics field

as well. Its design enhanced its flexibility and provided new features which

allow one to meet new challenges coming with the simulation studies for the

new FAIR experiments; PANDA and CBM. The Thermal Fireball model, which
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Figure 2.6: Di-lepton cocktail in di-muon channel for
√
SNN = 4.9 GeV (top left), 4.1 GeV

(top right) and 2.9 GeV (bottom) for central (0-5%) Au+Au collision.

is used in the PLUTO event generator, generates vector mesons with thermal

transverse mass (mT ) as well as Gaussian rapidity spectra and decays them

isotropically into di-leptons. A more detailed description of the PLUTO event

generator is reported in Ref. [10].

The di-lepton cocktail for Au+Au 0-5% central collision at the centre of mass en-

ergies (
√
sNN) of 4.9, 4.1 and 2.9 GeV is shown here as an illustration in Fig. 2.6.

The respective meson multiplicities are used from the Thermal-FIST (Thermal-

Fast and Interactive Statistical Toolkit) model and can be found at Ref. [12].

To generate the input signals, only two input parameters, namely beam en-
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ergy and temperature of the system, are provided [13]. The list of the input

parameters is tabulated in Table 2.3.

Table 2.3: Input parameters of PLUTO for different beam energies.

System (
√
sNN) Beam energy Temperature

Au+Au (2.9 GeV) 3.42 A GeV 0.09 GeV
Au+Au (4.1 GeV) 8 A GeV 0.12 GeV
Au+Au (4.9 GeV) 12 A GeV 0.13 GeV

In Fig. 2.7 and Fig. 2.8, a typical rapidity (y) and the transverse momentum (pT )

distribution of the signal particles for three different energies are shown. The
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Figure 2.7: Rapidity distribution of signal particles for three different beam energies. The
respective mid rapidity values are quoted in the legend. The error bars are smaller than the
marker size.

pT spectra are fitted with a functional form as shown in Eqn. 2.1,

dN/dpT ∝ pTmTK1(mT/T ) (2.1)
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Figure 2.8: pT spectra of signal particles for three different beam energies. Legends indicate
the different slope values extracted after the fitting. The error bars are smaller than the marker
size.

where K1 denotes the Bessel function of the second kind, mT is the transverse

mass and T is the temperature. The inverse slope of the pT spectra after fitting

gives the temperature. The extracted temperature matches well with the input

temperature.

2.5 Optimisation of MuCh geometry configuration

The optimisation of MuCh absorber configurations and the feasibility studies

of di-muon detection at SIS100 energies with the MuCh detector sub-system

are discussed here.

Detailed investigations on the MuCh mechanics revealed that it is difficult to

attain uniform surface smoothness over the entire volume of the iron absorbers,
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which might affect the detector performance. Hence it is necessary to investi-

gate the effect of surface tolerance of the absorber blocks on the overall di-muon

reconstruction performance of the muon system. The phase space distribution

of the decay ω → µ+µ− from PLUTO is used as the signal probe to optimize

the MuCh sub-system geometry configuration. Since it is not feasible to inves-

tigate the effects of MuCh sub-system geometry modifications on the di-muon

reconstruction performance with the entire LMVM cocktail, only the decay

ω (→ µ+µ−) is taken as the reference signal.

2.5.1 Surface tolerance study of intermediate MuCh absorbers

As the first step, four different LMVM geometry configurations have been

considered where the thicknesses of the 2nd, 3rd and 4th absorber are varied

keeping the thickness of the 1st absorber fixed. The thickness of the absorbers

used in the simulation are the following: 60 cm - 20 cm - 20 cm - 30 cm

(reference configuration), 60 cm - 19 cm - 19 cm - 29 cm, 60 cm - 18 cm -

18 cm - 28 cm and 60 cm - 17 cm - 17 cm - 27 cm. The overall thickness of

the iron absorbers is reduced by 3 cm in each step. The reconstruction of the

ω (→ µ+µ−) mesons, in central Au+Au collision at
√
sNN = 4.1 GeV, is used

for the comparison of different absorber configurations. The phase space decay

of ω (→ µ+µ−) is simulated using the PLUTO event generator. The signal

muon pairs embedded into the background, generated using the UrQMD event

generator. One ω (→ µ+µ−) candidate from PLUTO is embedded per event

into the background. All the particles are transported through the entire CBM

detector setup using the GEANT3 transport engine.

The ratio of the radial distribution of the MuCh point density (number of Monte

Carlo points per unit area per event) for all four MuCh stations is shown in

Fig. 2.9 where the ratio is taken with respect to that of the 60 cm -20 cm -

20 cm - 30 cm configuration. As expected, no change is seen for station 1, as

the thickness of the first absorber is kept fixed. For the rest of the stations, the

particle density monotonically increases with decreasing absorber thickness due
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Figure 2.9: Ratio of the radial distribution of MuCh point density for all four MuCh stations
and for all the different absorber configurations. The ratio is taken with respect to that of the
60 cm - 20 cm - 20 cm - 30 cm configuration. The error bars are smaller than the marker size.

to reduced absorption. Around 50% increase in the point density is observed

when the absorber thicknesses are changed from 60 cm - 20 cm - 20 cm - 30 cm

to 60 cm - 17 cm - 17 cm - 27 cm. A similar increasing trend is seen for the

radial distribution of occupancy 4 of the stations 2, 3 and 4 while reducing the

thickness of the absorbers and is shown in Fig. 2.10.

Finally, in order to test the effect of surface tolerance on the signal reconstruc-

tion, invariant mass is calculated for all the four different geometry configura-

tions, after full simulation and reconstruction. The muon software, as available

within the CBMROOT framework (CBMROOT TRUNK, Revision no. 15516),

is used for the analysis. A set of single track quality cuts are applied to the re-

4Occupancy is defined as the fraction of the fired pads per event.
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Figure 2.10: Occupancy distribution as a function of radii for different absorber configurations
of MuCh detector stations. Occupancy as a function of radius for station 1 (top left), station 2
(top right), station 3 (bottom left) and station 4 (bottom right).

constructed global tracks to identify the muon track candidates. Reconstructed

global tracks with associated STS hits ≥ 7, MuCh hits ≥ 10, TRD hits ≥ 1,

χ2
V ertex ≤ 2.5, χ2

STS ≤ 2.0 and χ2
MuCh ≤ 2.8, are selected as valid muon track

candidates. The contribution of non-muonic tracks is further reduced by ap-

plying a 2σ cut on the reconstructed TOF mass. The signal is extracted from

the embedded set of events by selecting oppositely charged muon candidate

tracks on an event by event basis. The background is calculated using the Su-

per Event (SE) technique, where one muon candidate track is combined with

all the other oppositely charged muon candidate tracks to calculate the com-

binatorial background. The invariant mass distribution of the reconstructed

ω mesons along with the combinatorial background, for the nominal absorber

configuration (60 cm-20 cm-20 cm-30 cm), is shown in Fig. 2.11. The pair re-

construction efficiency (ǫω), signal to background ratio (S/B) and significance
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Figure 2.11: Invariant mass distribution with a 60 cm-20 cm-20 cm-30 cm absorber configura-
tion. One ω has been embedded per event. The error bars are smaller than the marker size.

(S/
√
S +B) 5, for all four different absorber configurations, are given in Ta-

ble 2.4. As evident from the table, with decreasing absorber thickness, the

Table 2.4: Reconstruction efficiency and Signal to background ratio for ω in central Au+Au
collision at

√
sNN = 4.1 GeV for different geometry configurations.

MuCh geometry ǫω S/B Significance

Configuration (%) (S/
√

(S +B))
60-20-20-30 cm 0.76 0.36 11.7
60-19-19-29 cm 0.78 0.33 11.5
60-18-18-28 cm 0.80 0.29 11.1
60-17-17-27 cm 0.81 0.26 10.6

pair reconstruction efficiency increases because of less absorption of the signal

muons but S/B decreases due to an increase in the background. In Fig. 2.12,

the variation of omega reconstruction efficiency and signal to background ratio

is shown for different absorber thickness configurations.

Finally, to study the effect of reduced absorber thickness over the full di-muon

spectrum, in Fig. 2.13, the ratio of the combinatorial background over the

entire di-muon mass range, for all the geometries to the reference geometry, is
5The significance value tells us the visibility of the signal peak over the background in the invariant mass

spectra.
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Figure 2.12: The ratio of reconstruction efficiencies and the signal to background (S/B) ratio
for different absorber configurations. The error bars are smaller than the marker size.
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Figure 2.13: Ratios of combinatorial background with respect to 60 cm-20 cm-20 cm-30 cm
absorber configuration as functions of the di-muon invariant mass.

displayed. In the low mass region (minv ≤0.5 GeV/c2), a sizeable enhancement

is observed in the ratio and that may be due to the decay of pions since the air

gap increases with the decreasing absorber thickness.

These studies reveal that any reduction of the thickness of the iron absorbers,

of the order of a few centimetres, would degrade the performance of di-muon
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measurements at SIS100 energies. It is anticipated that a surface tolerance of

the order of a few millimetres might preserve the feasibility of di-muon detec-

tion [14].

2.5.2 Optimisation of the MuCh 5th absorber

As mentioned earlier, the MuCh detector sub-system is made of five absorber

blocks and four tracking stations for the J/ψ detection setup. The 5th absorber

will be used as a muon filter, to reduce the background hit load in the following

TRD gas chambers. In the transverse plane, the surface area of the proposed 5th

absorber is 500×500 cm2 with a thickness of 100 cm along the beam direction.

The wall area reflects the effective di-muon acceptance, while its thicknesses are

sufficient for a nearly complete absorption of the background particles within

the detector acceptance. The 5th absorber was implemented as a monolithic

block of iron with a density of 7.87 g/cm3 in the simulations. Investigations

related to MuCh mechanics revealed that due to the large volume of the 5th

absorber, it is very difficult to produce a monolithic iron block of this dimen-

sion (500×500×100 cm3). As an alternative, it is proposed to break the entire

block into smaller pieces. Such a modular design would also make the assem-

bly and disassembly process easier. In this configuration, the entire absorber

is divided into ten iron plates. Among these ten blocks, eight blocks are of

dimension 500×55×100 cm3 and the remaining two opening blocks are of di-

mension 220×60×100 cm3. An Aluminium box of dimension 60×60×100 cm3

along with a 50 cm diameter hole along the length is used to reduce the acti-

vation of the iron absorber. As the absorber will be built of not fine-machined

plates, there could be cracks in between successive plates. The maximum crack

width should be defined by the plate machining tolerance. In principle, the

introduction of cracks will lead to a reduction in the effective thickness of the

wall. This in turn should cause a rise in the background hit load in the trigger

station. Hence the influence of the crack width is studied, as discussed in detail

in Ref. [15].
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Moreover, further studies on MuCh mechanics have also revealed the non-

availability of large size iron blocks of density 7.87 g/cm3, suitable for building

the 5th absorber. The highest feasible density appears to be 7.2 g/cm3. To keep

the effective hadronic interaction length constant, the reduction in density must

be compensated by the physical thickness of the absorber from 100 cm to nearly

110 cm. However, this would imply a 10 cm downstream shift of all subsequent

sub-detectors including TRD and TOF, which would affect their acceptance.

Thus the thickness of the absorber is kept unaltered but the density is reduced

to 7.2 g/cm3. That meant less absorption of the incoming particles incident on

the TRD. The design of the rest of the iron absorbers is kept unchanged.

In the simulation, the cracks are represented by vertical gaps of predefined

widths. The absorber wall is composed of floating iron slabs. The slabs are

positioned symmetrically with respect to the beam axis. Three different gap

widths namely, 0 mm, 3 mm and 6 mm, each with two different iron densi-

ties, namely 7.87 g/cm3 and 7.2 g/cm3, are simulated to see the effect on the

J/ψ reconstruction. The schematic configuration of the MuCh 5th absorber,

according to the engineering design, is shown in Fig. 2.14 for three different gap

configurations. Configuration 1 stands for an ideal case with zero separation

between the absorber plates and thus closely resembles the monolithic design.

Configuration 2 stands for a realistic modular design with a 3 mm vertical sep-

aration between the absorber plates. The absorber geometry with a 6 mm gap

between the iron slabs is labelled as configuration 3. For all configurations,

a 3 mm gap is maintained between the aluminium shielding, used to reduce

the activation of the iron over the beam pipe, and the iron blocks to make the

simulation more realistic.

Simulations are carried out with the APR20 release version of CBMROOT.

The reconstruction of the J/ψ mesons, in central Au+Au collision at
√
sNN = 4.54 GeV, is used for the comparison of different absorber configura-

tions. The phase space decay of J/ψ (→ µ+µ−) is simulated using the PLUTO

event generator. The signal muon pairs are embedded into the background, gen-

erated using the UrQMD event generator. One J/ψ (→ µ+µ−) from PLUTO
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Figure 2.14: Schematic design of the MuCh 5th absorber. Cyan colour indicates the iron blocks
and blue indicates the aluminium block. In configurations 1 & 2, the gap between the iron
blocks are 0 mm and 3 mm respectively. The thickness and length for both the configurations
are 100 cm and 500 cm respectively. An Aluminium box of dimension 60×60×100 cm3 along
with a 50 cm diameter hole is used to reduce the activation of the absorber iron. A 3 mm gap
is maintained between the aluminium shielding and iron blocks. In configuration 3, the gap
between the iron blocks is 6 mm. The gaps shown in the picture are not scaled.
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is embedded per event into the background. All the particles are transported

through the entire CBM detector setup using the GEANT3 transport engine.

The total number of events simulated to perform this study is 2.5×106.

Investigations are initiated with the study of the effect for the reduced density

of the MuCh 5th absorber. For this purpose, the load of the Monte Carlo

(MC) points and reconstructed hits on TRD layers, placed at a distance of

∼ 46 cm from the 5th MuCh absorber are studied. In Fig. 2.15, the ratio of

different densities, namely 7.87 g/cm3 (d2) and 7.2 g/cm3 (d1), for MC TRD

points (left) and reconstructed TRD hits (right) are shown for configuration 1

for the 5th absorber plate. Note that the density of the absorbers 2, 3, and 4 are

fixed to be 7.87 g/cm3. It is evident that the MC TRD points and reconstructed

TRD hits are increased due to the decrease in iron density and the resulting

reduction in effective interaction length. However, the increase is less than

3%. The MC MuCh points, registered in the three detector layers of the 4th

Figure 2.15: Ratios of different densities (d1=7.2 g/cm3 & d2=7.87 g/cm3) for MC TRD
points (left plot) and reconstructed TRD hits (right plot) for configuration 1. Iron of den-
sity 7.87 g/cm3 is used as the reference density.

MuCh station, are also investigated to see the effect of backscattering due to

the reduced density (7.2 g/cm3) of the iron and no visible effect is seen. Next,

the effect of the vertical gaps in the 5th absorber is investigated. In Fig. 2.16,

the ratios of Monte Carlo (MC) points at different layers of MuCh and TRD is

shown. Configuration 1 is taken as the reference configuration. No significant

increase in Monte Carlo (MC) points at the different TRD chambers is seen due
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Figure 2.16: Ratios of MC MuCh points (left plot) and MC TRD points (right plot) for the
configurations 2 and 3 with respect to configuration 1.

to the increasing gaps between the absorber blocks. From Fig. 2.16, it is shown

that the change in the MC TRD points due to the different configurations of

5th absorber is less than 1%.

Finally, the effect of reduced iron density and the implementation of vertical

gaps on the performance of J/ψ detection in Au+Au collisions is studied. To

identify the muon track candidates, a set of track quality cuts are applied to the

reconstructed global tracks. Reconstructed global tracks having STS hits ≥ 7,

MuCh hits ≥ 11, TRD hits ≥ 3, TOF hits ≥ 1, χ2
V ERTEX ≤ 3.5, χ2

STS ≤ 3.0,

χ2
MuCh ≤ 4.0, and χ2

TRD ≤ 5.5 are considered as the muon track candidates.

Such a choice on the number of reconstructed hits associated with a global track,

at different sub-detectors, indirectly accommodates detector inefficiency. In the

absence of double hits, the maximum possible number of hits associated with a

global track at STS, MuCh and TRD are 8, 12 and 4 respectively. An additional

2σ cut on the reconstructed TOF mass is used to reduce the background further.

For all three different configurations, the same set of analysis cuts is used to

ensure uniformity.

In Fig. 2.17, the invariant mass distributions with two different iron densities

are plotted for configuration 1 (i.e. the gap between the successive iron plates

is set to 0 mm). From the figure, it is visible that, with changing the density

of the iron from 7.87 g/cm3 to 7.2 g/cm3, both the signal and the di-muon
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Figure 2.17: Invariant mass distributions for two different iron densities with configuration
1. The solid and hollow black markers indicate the background distribution with the iron of
density 7.2 g/cm3 and 7.87 g/cm3 respectively. The solid and hollow red markers indicate the
signal distribution with the iron of density 7.2 g/cm3 and 7.87 g/cm3 respectively.

combinatorial background slightly increase due to their less absorption. The

multiplicity (5×10−6) [16] of the J/ψ is taken from UrQMD 6. The signal is

extracted from the embedded set of events using the MC information (mcpdg

= + 13 & GeantProcessId = KPPrimary). The different methods of signal

extraction are discussed in Ref. [17]. The values of J/ψ reconstruction effi-

ciency (ǫJ/ψ), signal to background ratio (S/B) and the significance are listed

in Table 2.5 for all the different configurations and the variation is displayed

in Fig. 2.18. It is evident from Table 2.5 and Fig. 2.18 that the ǫJ/ψ and S/B

values do not change significantly with the gaps between the absorber blocks.

They are well consistent within statistical errors. This can be attributed to

the fact that the solid angle subtended by the gaps is rather small compared

to the background angular distribution and thus does not admit a significant

number of additional background tracks to reach the TRD planes in presence of

cracks. From this study, it is concluded that the physics performance is rather

6In the current simulation scheme, one J/ψ going to µ+µ− is embedded per event to the background to
reduce the statistical uncertainties on the simulated results. To make the invariant mass spectra realistic, the
reconstructed spectra is scaled with multiplicity × branching ratio values for the signal. The value used for the
branching ratio of the decay channel J/ψ → µ+µ− is ∼ 6%.
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Table 2.5: List of J/ψ reconstruction efficiency (ǫJ/ψ) and signal to background (S/B) ratios
for central Au+Au collision at

√
sNN = 4.54 GeV with different geometry configurations of the

5th absorber. The statistical errors associated with the obtained values are also quoted.

Gaps b/w the Iron density ǫJ/ψ S/B Significance
iron blocks (mm) (g/cm3) (%)

0.0 7.87 1.22 (+ 0.02) 0.31 (+ 0.04) 20.2
3.0 7.87 1.21 (+ 0.02) 0.28 (+ 0.04) 19.8
6.0 7.87 1.22 (+ 0.01) 0.30 (+ 0.02) 20.1
0.0 7.2 1.28 (+ 0.01) 0.29 (+ 0.03) 20.5
3.0 7.2 1.29 (+ 0.02) 0.27 (+ 0.02) 20.3
6.0 7.2 1.27 (+ 0.01) 0.26 (+ 0.04) 19.9

Figure 2.18: Reconstruction efficiency (left) and signal to background ratio (right) as a function
of gaps between the absorber blocks for two different iron densities. The black solid circle is
for iron of density 7.2 g/cm3 and the red triangle is for iron of density 7.87 g/cm3.

insensitive to the foreseen vertical gaps of realistic size (as investigated in this

study), between the absorber plates. The reduced density of MuCh 5th absorber

will not affect TRD stations significantly and hence its thickness can be kept

unchanged.

2.6 Reconstruction performance in the di-muon channel

In the following section, the reconstruction performance of muon pairs coming

from the decays of LMVM and J/ψ is discussed with the realistic MuCh sub-

system configurations at the foreseen SIS100 energies with heavy-ions.
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2.6.1 Simulation details

The hadronic background is calculated with the UrQMD [9] event generator,

and the phase-space distribution and the decays of LMVM (→ µ+µ−) and

J/ψ (→ µ+µ−) are simulated using the PLUTO [10] event generator, as dis-

cussed in section 2.4. One signal from PLUTO is embedded per event into

the background. All the particles are transported through the entire CBM

detector setup using the GEANT3 transport engine. The hits registered in

the STS, MuCh, TRD and TOF detectors are used for track reconstruction

based on a Cellular Automaton algorithm, which is a part of the CBM re-

construction software package. The momentum is extracted from the bending

of the track segments inside the STS only which is placed inside the magnet.

This helps to get better momentum and hence pair mass resolution due to the

low material budget of STS. The reconstructed global tracks are used for the

selection of muon track candidates. For the feasibility study of LMVM de-

tection, Au+Au collision at three different energies, namely
√
sNN = 4.9, 4.1

& 2.9 GeV are simulated. For the feasibility study of the J/ψ detection, two

different collision systems, namely Au+Au and Ni+Ni are studied for central

collisions with
√
sNN = 4.54 & 5.47 GeV respectively. The multiplicity values

of the LMVM cocktails are taken from the Thermal-FIST model [12]. The

J/ψ multiplicities for Au+Au and Ni+Ni are estimated from model calcula-

tions. For the Au+Au collision system, the sub-threshold multiplicity value is

adopted from the UrQMD calculation [16]. The HSD (Hadron-String Dynam-

ics) transport model prediction [18] is used to extract the multiplicity value for

the Ni+Ni collision system. Since the multiplicity value for the Ni+Ni system

is not directly available in the literature, the multiplicity value of the Au+Au

system (from HSD) is scaled down by the average number of binary collisions

to get the multiplicity value for the Ni+Ni system with the underlying assump-

tions that, for both collision systems, the J/ψ’s are produced by the initial

nucleon-nucleon (NN) hard scattering and the contribution from the thermal

sources can be neglected.
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2.6.2 Reconstruction of LMVM’s

The detection of LMVM through the di-muon decay channel at the SIS100

having the CM energy (
√
sNN) in the range of 2.7 - 5.5 GeV is one of the unique

opportunities at CBM to measure the caloric curve which will validate the

theoretical prediction of a 1st order phase transition from the hadronic phase to

the Quark-Gluon-Plasma (QGP) phase at the high baryon density regime [19].

At invariant masses up to about 1 GeV/c2, the spectrum is dominated by decays

of η, ω, ρ and φ mesons. The measurement of their decay leptons, in particular

from the short-lived ρ mesons, provides information on their in-medium mass

modifications due to chiral symmetry restoration [20]. Above 1 GeV/c2, the di-

lepton invariant mass spectra reflect the average temperature of the emitting

source integrated over the entire collision history since the contributions from

vector meson decay is strongly reduced in this mass range. As the slope of the

di-lepton mass spectra is not affected by the radial flow, the source temperature

can be directly extracted from it.

In this section, the reconstruction performance of the LMVM for central (0-5%)

Au+Au collisions at
√
sNN = 4.9, 4.1 & 2.9 GeV corresponding to Pbeam of 12,

7.95 & 3.3 A GeV/c are discussed with a realistic MuCh setup, as implemented

in GEANT3 and within the CBMROOT (Version: APR21) framework. The

input distribution from the PLUTO event generator is shown in Fig. 2.6 in

section 2.4 [10]. The muon track candidates are selected using the following

cuts for
√
sNN = 2.9 GeV: STS hits ≥ 7, MuCh hits ≥ 5, TOF hits ≥ 1,

χ2
V ERTEX ≤ 2.0, χ2

STS ≤ 2.0, χ2
MuCh ≤ 4.5. Again for

√
sNN = 4.9 & 4.1 GeV:

STS hits ≥ 7, MuCh hits ≥ 11, TOF hits ≥ 1, χ2
V ERTEX ≤ 2.0, χ2

STS ≤ 2.0,

χ2
MuCh ≤ 4.5. An additional 2σ mass cut is applied on the reconstructed TOF

mass to reduce the combinatorial background further.

The reconstruction performance of the di-muons, selected using the MC par-

ticle ID (MCPID) tag, is shown in Fig. 2.19. The signal to background ratio

of the reconstructed LMVM cocktail is shown in Fig. 2.20. The background

is calculated using the super event (SE) technique (explained in detail in sec-
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Figure 2.19: Invariant mass distribution of LMVM cocktail for central (0-5%) Au+Au collision
at

√
sNN =4.9 GeV (top left), 4.1 GeV (top right) and 2.9 GeV (bottom). The background is

calculated using the Super Event (SE) technique.

tion 2.6.3). In this process, the combinatorial background is estimated where

one muon candidate track, from a reconstructed sample of pure UrQMD events

is combined with all the other oppositely charged muon candidate tracks. The

SE technique can be used for the cases where comparable track multiplicities

are expected for all the events. The reconstruction performance and S/B value

show that to extract the signal information, the background needs to be esti-
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PBeam = 12 A GeV/c PBeam = 7.95 A GeV/c

PBeam = 3.3 A GeV/c

Figure 2.20: Signal to background (S/B) ratio for central (0-5%) Au+Au collision at√
sNN = 4.9 GeV (top left), 4.1 GeV (top right) and 2.9 GeV (bottom).

mated very carefully because the signal peaks are well below the background

distribution as shown in Fig. 2.20.

2.6.3 Di-muon combinatorial background estimation using different
techniques

In this section, different techniques for the di-muon combinatorial background

estimation are discussed. Four different methods, as available in the literature,

are employed for this purpose: namely, the super event method, the mixed

event method, the like-sign method and the event by event method. The goal
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of this exercise is to precisely model the shape of the combinatorial background

for di-muon measurements in SIS100 heavy-ion collisions and estimate the re-

lated systematics. Due to the very small branching ratio×multiplicity values

of the different physical sources at CBM, the signal peaks are well below the

di-muon combinatorial background. Therefore, a precise understanding of the

background distribution is very crucial to extract the signal yields from the

measured raw µ+µ− spectra. The weak decays of pions and kaons are two of

the major sources of the combinatorial background. For our present investi-

gation, the combinatorial background is calculated for 0-10% central Au+Au

collisions at
√
sNN = 4.9 GeV. The Super Event (SE) method is the default
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Figure 2.21: Invariant mass distribution using super event technique. The error bars are smaller
than the marker size.

technique available within CBMROOT software to estimate the combinatorial

background for di-lepton simulation. In this method, one muon track candidate

is combined with all the other oppositely charged muon track candidates of all

the events to calculate the uncorrelated invariant mass distribution as shown

in Fig. 2.21. The advantage of using the super event technique is that due to

the large combination of the muon pairs, the statistical uncertainties associated

with the large mass bins are rather small. However, this method is not realistic

because the event information is restored at the time of combining the muon
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track candidates. Also, the method is only suitable for purely central collisions,

where all the events have nearly the same track multiplicities.
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Figure 2.22: Invariant mass distribution using mixed event technique.

In the mixed event technique, an artificial pool of events is created with similar

multiplicities or, in other words, the events having similar impact parameters.

Since, in this current investigation, all events are of 0-10% central Au+Au

collisions, an event pool is created by using some randomly chosen mutually

exclusive events. Within the pool, oppositely charged muon track candidates

are combined to calculate the combinatorial background. The mixed event

technique is more realistic compared to the SE technique. The combinatorial

pair mass spectrum, calculated using the mixed event technique is shown in

Fig. 2.22.

In the event by event analysis, oppositely charged muon track candidates are

combined within the same event. This is the most general and realistic way to

calculate the combinatorial background in any raw data analysis. However, the

main disadvantage of this method is that it requires larger statistics as compared

to the above-mentioned methods with comparable statistical uncertainties at

the respective mass bins. The invariant mass distribution using the event by

event analysis is shown in Fig. 2.23.

The like-sign method had been extensively used in di-muon analyses by the

NA50, NA60 experiments [21, 22] at the CERN-SPS. In this method, the com-
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Figure 2.23: Invariant mass distribution using event by event technique.
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Figure 2.24: Invariant mass distribution using like-sign method.

binatorial background is calculated by taking the combination of like-sign pairs

within the same events. After combining the like-sign pairs, the unlike sign

combinatorial background is expressed as Nµ+µ−

(BG) = 2
√
Nµ+µ+Nµ−µ−.

The distribution of the combinatorial background, calculated using the like-

sign method, is shown in Fig. 2.24. For a comparison, the distribution of the

combinatorial background, calculated using different techniques as discussed

above, is shown in Fig. 2.25. The SE technique requires fewer statistics and is

relatively fast, as compared to the other techniques discussed above. Therefore,

for the course of this thesis, the SE technique is used to calculate the di-muon

combinatorial background.
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Figure 2.25: Invariant mass distribution using different techniques. The legends have been
explained earlier in the text.

2.7 Reconstruction of J/ψ

The observation of J/ψ suppression in relativistic heavy-ion collisions is

considered as an important signature for the formation of Quark Gluon

Plasma (QGP) [23]. If QGP is created at the collision zone, the cc̄ binding

potential gets shielded due to the Debye screening of the colour charges leading

to the reduction of the J/ψ yield. However, to identify J/ψ suppression as a

signature of deconfined matter, it is very important to understand its produc-

tion in vacuum and also how the production is affected due to the presence

of the hadronic medium. In proton-nucleus (p+A) collisions, a considerable

amount of J/ψ suppression has been observed because of the dissociation of

the resonant (or pre-resonant) state of the evolving cc̄ pairs due to their inter-

action with the spectator nucleons in the target nucleus. This effect is known

as Cold Nuclear Matter (CNM) effect. Hence p+A collisions are studied ex-

tensively to get a measure of the effect induced by confined nuclear matter on

the J/ψ production. In a p+A collision, it is generally expected that there is

no formation of any hot secondary medium, thus such types of collisions pro-

vide a baseline for the J/ψ absorption in confined matter. The CNM effect
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involves both the modification of the initial state parton distribution functions

inside the bound nucleons leading to the reduction (enhancement) of the cc̄

production (w.r.t p+p collisions) known as shadowing (anti-shadowing) effect

and dissociation of the resonance (pre-resonance) cc̄ pairs due to the successive

interaction with the target nucleus. All these modifications are expected to

occur before any deconfined medium is formed. They would also contribute in

the case of nucleus-nucleus (A+A) collisions over a time span before any sec-

ondary medium is formed. A precise understanding of this so-called “normal”

suppression is thus crucial to establish a baseline, with reference to which the

“anomalous” suppression pattern, due to the presence of deconfined media, can

be distinguished. The J/ψ production in p+A and A+A collisions is studied

extensively for several fixed target experiments at SPS in the beam energy range

of Eb = 158 - 450 A GeV and with variety of nuclear targets [24, 25, 26, 27, 28].

The NA50 collaboration first reported the anomalous suppression of J/ψ at

Eb = 158 A GeV (
√
sNN = 17.3 GeV) for the Pb+Pb collision system [29].

Subsequently, the NA60 collaboration at SPS measured J/ψ suppression in

158 A GeV In+In collisions and the observed suppression pattern was in line

with normal suppression. The J/ψ suppression pattern obtained from RHIC

at
√
sNN = 200 GeV Au+Au collision revealed an almost similar pattern as

observed from SPS data [30, 31]. Such an observation is consistent with the

concept of regeneration of J/ψ mesons by the recombination of the uncorre-

lated charm quarks at higher energies. A good amount of J/ψ data are also

available from the LHC for p+A and A+A collision systems [32]. However, the

J/ψ production at the lower collision energies is less explored mainly due to

the extremely small charm production cross-section. No data on J/ψ produc-

tion in A+A collisions is available below top SPS energy. One of the major

goals of the CBM experiment at FAIR [33] is to perform pioneering measure-

ments on the production of J/ψ in relativistic nuclear collisions at moderate

beam energies with unprecedented interaction rates [34], thanks to the fore-

seen heavy-ion beams of high-intensity and the detectors having state-of-the-

art technology with high rate handling capability. The estimated interaction
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rate at CBM is ∼10 MHz which is much higher than all the existing and most

of the upcoming experiments. Note that the production of J/ψ mesons at
√
sNN = 4.54 GeV is kinematically forbidden for elementary p+p collision.

However, model calculations, based on sub-threshold production of resonances

via multiple collisions in a dense baryonic medium, predict non-zero J/ψ cross-

sections at
√
sNN = 4.54 GeV [16]. Hence the physics potentials of these fore-

seen measurements include the opportunity to understand charm production

and propagation in cold matter close to the kinematic production threshold

and to make pioneering measurements to test the mechanism of sub-threshold

charm production predicted for heavy-ion (Au) beams.

2.7.1 A+A systems

The J/ψ’s are reconstructed using the invariant mass technique by combining

oppositely charged muon track candidates. Muon track candidates are identified

by applying a set of single track quality cuts on the reconstructed global tracks.

The tracks reconstructed in STS are extrapolated through MuCh and TRD up

to TOF taking into account the reconstructed momentum of the tracks. The

resulting tracks when extrapolated to the interaction vertex, are known as the

global tracks. The details of the track selection cuts are listed in Table 2.6. The

contribution of non-muonic tracks is further reduced by applying a 2σ cut on

the reconstructed TOF mass. The track selection cuts are optimised to ensure

the optimum significance value of the J/ψ signal. The significance value is an

indicator of how well the signal peak can be visible over the background.

Different approaches are employed to calculate the pair reconstruction efficiency

and the signal to background (S/B) ratio. The first approach is rather idealistic

and is based on the MC information. After reconstruction, the signal tracks are

extracted using the GEANT3 information based on particle type and identity,

and the background is calculated using the Super Event (SE) technique. The

entries within the 2σ mass range of the signal, fitted with a symmetric Gaussian

distribution function, give the signal yield. Further, dividing the number by the
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Table 2.6: Selection cuts on the reconstructed global tracks to select the muon track candidates.
The hit cuts on the detector sub-systems indicate the acceptance criteria of the muon pairs.

Collision Cut on detector hits associated Cut on χ2/Ndf
System with the track segment of the reconstructed

of a reconstructed global track track segment
- VERTEX χ2/Ndf ≤ 2.2

STS hits ≥ 7 STS χ2/Ndf ≤ 3.4
Au+Au MuCh hits ≥ 11 MuCh χ2/Ndf ≤ 2.6

(b = 0 fm) TRD hits ≥ 3 TRD χ2/Ndf ≤ 6.0
TOF hits ≥ 1 -

- VERTEX χ2/Ndf ≤ 2.3
STS hits ≥ 7 STS χ2/Ndf ≤ 2.8

Ni+Ni MuCh hits ≥ 11 MuCh χ2/Ndf ≤ 2.4
(b = 0 fm) TRD hits ≥ 3 TRD χ2/Ndf ≤ 5.5

TOF hits ≥ 1 -

input yield one obtains the efficiency: the effect of the detector geometrical ac-

ceptance is thus included. In the same mass range, the background is calculated

in order to get the S/B ratio. However, such an approach is not useful in real

data due to its direct dependence on MC information. Hence a more realistic

alternate approach is adopted which can also be applied to the raw data when

available. The unlike sign invariant mass spectra from embedded events are

fitted with a combined Gaussian (signal) + polynomial (background) function

and then the background is subtracted to calculate the signal yield from the 2σ

mass range of the fitted signal distribution by a symmetric Gaussian function.

In Fig. 2.26, after normalising with multiplicity times branching ratio the fitted

spectra using the second approach is shown and the results of the fitting are

summarised in Table 2.7.

As evident, the results from two different fit procedures show a good agree-

ment and validate the realistic method of signal extraction. The obtained mass

resolution (∼ 30 MeV) is small enough to distinguish between J/ψ and ψ
′ 7

signals, thanks to the low material budget of STS. The laboratory rapidity (y)

and transverse momentum (pT ) distribution of the signal muon pairs, at the

7ψ′ is the higher order state (2S) of cc̄ quarks. J/ψ is the lowest energy state (1S) of cc̄ quarks. The mass
of J/ψ is around 3.1 GeV whereas ψ′ mass is around 3.7 GeV.
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Figure 2.26: Invariant mass distribution of the reconstructed J/ψ mesons for 10 A GeV/c
Au+Au (left) and 15 A GeV/c Ni+Ni (right) collisions fitted by Gaussian (signal) and 2nd

order polynomial (background) and scaled with the multiplicity times branching ratio. The
error bars are smaller than the marker size.

Table 2.7: Reconstruction efficiency (ǫJ/ψ) and S/B ratio for J/ψ mesons in central Au+Au
and Ni+Ni collision at

√
sNN = 4.54 GeV and

√
sNN = 5.47 GeV respectively from different

fitting methods. Method 1 & 2 are based on the MC information and full fit respectively.

Method ǫJ/ψ (%) S/B Peak Mass Significance
(System) resolution (MeV) S/

√
S +B

method 1 (Au+Au) 0.81 (+0.01) 0.36 (+0.01) 33 (+1) 39.4
method 2 (Au+Au) 0.79 (+0.01) 0.38 (+0.01) 32 (+1) 40.4
method 1 (Ni+Ni) 2.53 (+0.01) 0.62 (+0.01) 34 (+1) 27.6
method 2 (Ni+Ni) 2.47 (+0.01) 0.65 (+0.01) 33 (+1) 27.6

reconstructed level (selected using MC information), are shown in Fig. 2.27 for

Au+Au (left) and Ni+Ni (right) collision systems at
√
sNN= 4.54 & 5.47 GeV

respectively; good mid-rapidity coverage is observed. The variation of the J/ψ

reconstruction efficiency and of the S/B ratio in different pT ranges (y-inclusive)

and in different y ranges (pT -inclusive) are also investigated. In Fig. 2.28, the

variation of the J/ψ reconstruction efficiency and the signal to background ratio
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are shown as functions of the mean value of different pT bins (y-inclusive) and

as functions of the mean value of different y bins (pT -inclusive). The decrease

in the reconstruction efficiency at the higher pT region is due to the nature of

the input distribution of the muons coming from the decay of J/ψ’s and also

due to the effect of detector acceptance. The y and pT distributions of the

input (PLUTO), accepted and reconstructed spectra are shown in Fig. 2.29.
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Figure 2.27: Laboratory rapidity (y) and transverse momentum (pT ) distribution of recon-
structed muon pairs for 10 A GeV/c central Au+Au (left) and 15 A GeV/c central Ni+Ni
(right) collision respectively. The arrow indicates the mid-rapidity region.

Our ultimate goal is to perform the efficiency×acceptance correction to the re-

constructed spectra in a way that it becomes comparable with the input spectra.

To perform this correction, a three-dimensional histogram is first constructed

by filling the reconstructed invariant mass distributions for different y − pT

bins. Then the projection of the histogram of the J/ψ mass region is taken

for different y − pT bins and the J/ψ yield is extracted for every y − pT bin

using the full fit method. The information of the number of pairs, accepted

in different y − pT bins are extracted, using the MC information from the full

phase space input signal distribution, depending on the acceptance criteria as

listed in Table 2.6. The ratio of the reconstructed to the accepted muon pairs
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Figure 2.28: Variation of J/ψ reconstruction efficiency and signal to background ratio as func-
tion of mean value of pT (y inclusive) (top) and mean value of y (pT inclusive) (bottom) for
10 A GeV Au+Au & 15 A GeV Ni+Ni collision. The error bars are smaller than the marker
size.
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Figure 2.29: Input, Accepted, reconstructed and corrected y and pT spectra for central Au+Au
collision at

√
sNN = 4.54 GeV (top) and Ni+Ni (bottom) collision at

√
sNN = 5.47 GeV. The

error bars are smaller than the marker size.
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gives us the efficiency matrix and then the ratio of the reconstructed matrix to

the efficiency matrix gives us the corrected spectra. In Fig. 2.29, the corrected

y and pT spectra along with the input, accepted and reconstructed spectra are

shown for the central Au+Au and Ni+Ni collision systems. After the efficiency

correction, the reconstructed spectra matches well with the accepted spectra.

2.8 Summary

A comparative study of the effect of MuCh hadron absorbers on the ω (→µ+µ−)

and J/ψ (→µ+µ−) reconstructions is performed using the CBMROOT frame-

work at
√
sNN = 4.1 and 4.54 GeV respectively for central Au+Au collisions.

The effect for the surface tolerance of the intermediate MuCh absorbers on the

reconstruction of ω (→µ+µ−) is studied by varying the thicknesses of the ab-

sorbers in the step of few centimeters. It is observed that the reduction of a

few centimeters in the thickness of the iron absorbers would degrade the perfor-

mance of di-muon measurement at SIS100 energies. It is anticipated that a sur-

face tolerance of the order of a few millimeters might preserve the feasibility of

di-muon detection at SIS100 energies using MuCh detector sub-system. For the

detection of J/ψ (→µ+µ−), an additional 100 cm thick iron absorber (MuCh 5th

absorber) is used at the end of the last detector station of MuCh. The realistic

design of the MuCh 5th absorber is implemented in the simulation and its effect

on the J/ψ reconstruction is studied. Three different geometry configurations

of MuCh 5th absorber are considered. A similar reconstruction performance is

obtained with each of the investigated geometries.

After optimizing the absorber configurations, the MC-based feasibility study of

the di-muon detection coming from the decay of LMVMs and J/ψ is investigated

with the MuCh setup. The reconstruction of LMVM is performed for 0-5%

central Au+Au collisions at
√
sNN of 4.9, 4.1 & 2.9 GeV. It is observed that the

signal peaks are well below the combinatorial background distribution and that

is why the careful estimation of the combinatorial background is very crucial
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for the measurement of the di-muons coming from the decay of LMVM. The

reconstruction performance of J/ψ is investigated for central (b=0 fm) Au+Au

and Ni+Ni collisions at
√
sNN = 4.54 & 5.47 GeV respectively. It is concluded

that, with the predicted multiplicities from different model calculations at the

mentioned energies, the J/ψ detection is feasible with the MuCh setup at SIS100

energies.
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Chapter 3

Gas Electron Multiplier

3.1 Introduction

The main aim of the detector used in High Energy Physics (HEP) experiments

is to identify the charge particles produced after the collision of the ions or

nuclei and to find their trajectories so that we can reconstruct the event and

try to understand the underlying physics at the time of collision and afterwards.

The evolution of radiation detectors started with J. J. Thomson’s detector, just

a few months after the discovery of the unknown X-rays. During that time,

the design was relatively simple: just an ion chamber with one positive and

one negative flat electrode separated by air. The readings from the chamber

were obtained by measuring the current across the two electrodes, which pro-

vided major discoveries that led to the understanding of the fundamentals of

radiation interactions with matter [1]. The observation of John Townsend that

a significant increase in an ion chambers current is produced at reduced gas

pressures when the high voltage is increased well beyond that at which the sat-

uration current is reached, led to the invention of the first counting tubes (today

known as proportional counters) by Rutherford and Hans Geiger in 1908 [2].

Shortly after the invention of the proportional counter, the voltage across the

electrodes was increased even further which laid the basis for the creation of

Geiger Mueller tubes in 1928 [3, 4].
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The possibility of light output from a barium platinocyanide screen, when ex-

posed to X-rays, leads to the development of a new kind of detector, the scin-

tillator detector in 1944 [5].

Around the same time, Bell Laboratories invented the semiconductor detector

that used the reverse-biased p-n junction to detect alpha particles [6]. From

that time, independent of the size, shape, or purpose of any radiation detector,

all detectors can be divided into three main categories, which are: the gaseous

detector, scintillator detector, and semiconductor detector.

3.2 Chronological development of advanced gaseous de-

tectors

In 1968, the invention of the Multi Wire Proportional Counter (MWPC) [7]

at CERN stood out in gas detector development. The MWPC provided a

breakthrough in particle detection since it was capable of both particle tracking

and energy reading. For this reason, the inventor Georges Charpak was awarded

the Nobel Prize in Physics in 1992. The typical dimensions of the anode wire

radius spans from ∼ 20-25 µm [7, 8]. The typical time resolution, obtained

with an MWPC is ∼ 30-50 ns and the spatial resolution of ∼ 250-500 µm [7, 8].

However, the gain of MWPC reduces with increasing particle rate because of

positive ion space charges which dynamically modify the electric fields. The

rate handling capability of MWPCs is limited to ∼ 104 Hz/mm2 due to this

space charge issue. Another drawback of MWPC is their poor spatial resolution

and that is mainly due to the limitation of two anode wires placed very close

to each other due to electrostatic repulsions.

In 1988 at the Institute Laue-Langevin (ILL) in Grenoble, Anton Oed developed

a detector with a new concept named Micro Strip Gas Counter (MSGC) [10],

which promised to improve the rate capability and also made the detector more
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Figure 3.1: Schematic of Multi Wire Proportional Counter (MWPC). The figure is taken from
Ref. [9].

reliable for long runs. The typical anode width and pitch (separation between

the centres of two anodes) of the detector were kept at ∼ 9 µm and ∼ 200 µm

respectively. The drift gap of the chamber was kept at ∼ 2-6 mm and the

typical cathode width was ∼ 70 µm [11]. The typical spatial resolution obtained

Figure 3.2: Schematic of Micro Strip Gas Counter (MSGC). The figure is taken from Ref. [12].

with MSGC was ∼ 50-100 µm and the rate handling capability was found

to be ∼ 106 Hz/mm2, which was better as compared with that of MWPC.

Unfortunately, this development did not help much because various operating

instabilities like time-dependent gain shifts, polarisation, charging up of the
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substrate as well as permanent deterioration during sustained irradiation had

also been observed [13].

Parallel investigations led to the inventions of Micro Groove [14] and Micro

Gap [15] chambers which were better in performance as compared to the MSGC

in terms of radiation-induced gain shifts. In the Micro Groove detector, a groove

Figure 3.3: Schematic of a Micro Groove chamber. The figure is taken from Ref. [14].

kind of structure was implemented to reduce the exposure of the dielectric to

external irradiation. The typical anode pitch was kept at ∼ 200 µm. The

rate handling capability was limited to ∼ 106 Hz/mm2 and a two-dimensional

readout was possible [14]. Though the issues regarding the radiation-induced

gain shifts and the charging-up of the substrate had improved as compared to

the earlier detectors, still they were not completely resolved by this detector

technology.

In the case of the Micro Gap detector [15], the dielectric exposure to the external

irradiation was completely minimized by using a metal layer on top of the

dielectric surface; and that surface also acted as the cathode for the chamber.

The anodes were implemented at the top of the cathode surface by using a

polyimide layer. The typical anode pitch was ∼ 50-100 µm with a drift gap

of ∼ 2-5 mm. The rate handling capability of the chamber was found to be

limited to ∼ 8 × 106 Hz/mm2 and no charging-up effect was seen [16].
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Figure 3.4: Schematic of Micro Gap chamber. The figure is taken from Ref. [17].

However, due to the presence of the dielectric medium, the material budget of

those detectors was found to be significantly high. To reduce the material bud-

get without affecting the performance of the detector, several other detectors

like Micro Wire and Micro Pin Array came up in the field of gaseous detectors.

Figure 3.5: Schematic of Micro Wire chamber. The figure is taken from Ref. [18].

A Micro Wire detector consists typically of a Kapton foil of thickness 50 µm

with a 5 µm copper layer on both sides [18]. On one side of the chamber,
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square holes of typical dimensions 70 µm × 70 µm had been created after

etching using lithographic techniques. On the opposite side, wide strips of a

typical width 25 µm were created after etching. The strips were produced

after etching in such a way that they passed through the middle of the square

holes. The strips and the square holes were treated as the anode and the

cathode respectively for this chamber. The typical anode pitch of the chamber

was kept at ∼ 100 µm. Several R&D’s had been performed with different

Kapton thicknesses, and cathode apertures, as reported in Ref. [18] and in the

references therein. Since no additional substrate was required to support the

anode strips, the typical material budget of this kind of chamber was very small

(∼ 0.037% of radiation length). The granularity of the chamber was also better

as compared to that of the MSGC or the Micro Groove chamber. The rate

handling capability (∼ 106 Hz/mm2) was comparable to that of an MSGC and

was better than those of MWPC and Micro Groove chambers.

The Micro Pin Array [19] consisted of an array of pins, which acted as an anode,

immersed into the cathode of hexagonal shape. It was very similar to that of

the MWPC but micro-pattern technologies were used to build the chamber.

The typical anode pin diameter was ∼ 50 µm with a height of ∼ 200 µm. The

Figure 3.6: Schematic of Micro Pin Array chamber. The figure is taken from Ref. [19].

cathode planes were designed in the shape of a hexagon to minimize the dead

space of the chamber. The typical diameter of the cathode was ∼ 600 µm and

the wall thickness was ∼ 50 µm [19]. The electron multiplication was only
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limited to close proximity of the anode pins and then fell off with 1/r (r being

the distance from the anode pin). The advantage of this geometry was that the

amplification region was located far away from any dielectric surface, therefore,

the gain of the chamber was insensitive to the charge state of the surface. The

rate handling of the chamber was found to be limited to ∼ 106 Hz/mm2 and

the discharge probability was found to be low [19].

Figure 3.7: Schematic of Micromegas chamber. The figure is taken from Ref. [20].

The concept of Micromegas [21] came up from the expectation of achieving

higher gain by applying higher electric fields inside thin sub-millimetre gaps and

also of minimizing the sensitivity of gain variation with the gas gap. The mi-

cromegas detector consisted of a thin metal grid (act as the cathode) stretched

to a very small distance (∼ 100 µm) above the readout plane. A very high elec-

tric field (> 30 kV/cm) was applied across the grid and the electrons coming

from the drift region were multiplied inside the gaps of the metal grid. The typ-

ical drift gap was kept at ∼ 5 mm and the amplification gap was ∼ 100 µm. Due

to the small amplification gaps and high electric fields, the positive ions moved

very fast and were collected at the cathode mesh. As a result, space charge ac-

cumulation was prevented and fast signals were achieved (∼ 50-100 ns) [22, 23].

A summary of the characteristics of the first era of gaseous detectors is given

in Table 3.1.
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Table 3.1: Overview on the characteristics of the first era of gas-filled detectors.

Detector Characteristics Remarks
Time resolution ∼30-50 ns

Multi Wire Position resolution ∼250-500 µm Rate is limited to ∼104 Hz/mm2

Proportional Counter Length ∼5-10 mm Difficult to build thin wires
(MWPC) [7, 8] Anode wire radius ∼20-25 µm Spatial resolution is not good

Anode pitch ∼200 µm
Multi Strip Anode width ∼9 µm Rate is limited to ∼106 Hz/mm2

Gas Counter Drift gap ∼2-6 mm Charging-up effect due to the insulating substrate
(MSGC) [10, 11, 13] Cathode width ∼70 µm Discharge prone

Spatial resolution ∼50-100 µm
Time resolution ∼ few ns

Anode pitch ∼200 µm Rate is limited to ∼106 Hz/mm2

Micro Groove [14] 50 µm Kapton as the 2D readout is possible
dielectric substrate with 5 µm Energy resolution is better

metal cladding compared to MWPC & MSGC
Anode pitch ∼50-100 µm

Anode width ∼9 µm Rate is limited to ∼8×106 Hz/mm2

Micro Gap [15, 16] Drift gap ∼2-5 mm Ion collection is very fast
Insulating material thickness ∼2 µm No charging-up effect

Metal layer thickness ∼1 µm
Anode pitch ∼100 µm Rate is limited to ∼106 Hz/mm2

Micro Wire [18] Anode width ∼20-25 µm High granularity
Drift gap ∼3 mm Material budget is low

Square holes ∼70 µm×70 µm
Anode pin diameter ∼50 µm Rate is limited to ∼106 Hz/mm2

Micro Pin Array [19] Height ∼200 µm Discharge probability is small
Hexagon radius ∼300 µm Material budget is low
Wall thickness ∼50 µm

Drift gap ∼5 mm Rate is limited to ∼106 Hz/mm2

Micromegas [22, 23] Position resolution ∼10-30 µm Good spatial and energy resolution
Time resolution ∼1-5 ns Fast ion collection

In 1997 Fabio Sauli invented the Gas Electron Multiplier (GEM) detector, which

is one of the advanced members of the Micro Pattern Gas Detectors (MPGD)

group [24, 25].

The GEM detector consists of one or multiple GEM foils. A GEM foil is

made of a thin (∼ 50 µm) polyimide (Kapton), copper cladded (∼ 5 µm) on

both sides and pierced with a high density of holes, typically ∼ 50 - 100 mm−2.

Typically, the diameter of each hole is 70 µm and pitch is 140 µm. The holes are

pierced in the Copper cladded Kapton foil using photo-lithographic techniques.

Depending on the technique used, the GEM foils can be classified as Double

Mask (DM) and Single Mask (SM) foils [26]. The schematic of the photo-

lithographic technique is shown in Fig. 3.8. For the DM GEM foils, the masking
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Figure 3.8: Different techniques of photo-lithography.Left: Double Mask (DM); Right: Single
Mask (SM) technique. The figure is taken from Ref. [25].

is done on both sides of the copper cladded Kapton foil to engrave the desired

hole patterns. After the masking process, the etching of the foil is done. The

etching is done isotropically from both directions and results in a symmetrical

bi-conical hole. In the case of the DM technique, the alignment of the hole

patterns (i.e. of the top and bottom masks) is an essential criterion to avoid

creating slanted holes. In the case of large area GEM foils, the alignment of

the holes is not practically possible and that is what triggered the invention

of the SM technique. In the case of the SM technique, the masking is done

only in one direction and the etching is done from that side only. As a result,

asymmetric holes are created and the performance of the detector depends on

the orientation of the GEM foil. The effects of GEM hole geometry on the

performance of the chamber are discussed in Refs. [27, 28, 29].

In the GEM detector, an electrode is placed on the top, called the drift electrode

and a charge collection electrode is placed as a read-out. The electrons pro-

duced in the drift region (the region between the drift electrode and the top of

the GEM foil) are directed towards the holes by an electric field (∼ 2-3 kV/cm),

known as the drift field. The typical potential difference ∼ 400 V is applied be-

tween the two sides of the GEM foil to create a high electric field (∼ 80 kV/cm)

inside the holes. Because of a very high electric field, an avalanche of electrons

is created inside the holes. A sizeable fraction of the electrons, produced in the

avalanche, leave the multiplication region and transfer into the lower section
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of the structure, where they can be collected by an electrode or injected into

a second multiplying region (in case of more than one GEM foil). In a triple

GEM detector, usually, the applied high voltage is distributed among the three

GEM foils and the different gaps (drift gap, transfer gaps, induction gap) using

a resistive chain. In case of a triple GEM chamber, the gap between the drift

electrode and the top of the 1st GEM foil is called the drift region. The gap

between the bottom of the 1st GEM foil and the top of the 2nd GEM foil and

that between the bottom of 2nd GEM foil and the top of 3rd GEM foil are called

transfer gap 1 and transfer gap 2 respectively. The gap between the bottom of

the 3rd GEM foil and the detector readout plane is called the induction gap.

When any radiation or charged particle enters the drift region, it first interacts

with the gas molecules and produces electron-ion pairs. Those electrons are

known as the primary electrons. Due to the presence of the electric field in the

drift gap, the primary electrons are accelerated towards the first GEM foil. Due

to the geometry of the GEM foils, the strength of the electric field becomes very

high within the holes, and as a result, the primary electrons gain enough kinetic

energy to produce avalanche multiplication by ionizing the gas molecules there.

Thus, after the first GEM foil, we get a large number of electrons. Those elec-

Figure 3.9: Schematic of a triple GEM chamber in 3-2-2-2 configuration. The figure is taken
from Ref. [30].
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trons are again guided by the field in the transfer gap 1 to the 2nd GEM foil and

the same multiplication phenomena occur for both the 2nd and the 3rd GEM

foils and finally the electrons after the 3rd GEM foil are guided to the readout

plane by the electric field in the induction gap. In Fig. 3.9, the schematic of

the operation of a triple GEM chamber is shown. One of the advantages of the

GEM detector is that it can be operated in the cascaded mode. This means

that we can reach our required gain just by increasing the number of GEM foils

instead of increasing the applied voltage to a single GEM foil. It also reduces

the spark probability. The electrode (GEM foil) is metal-coated on both sides,

therefore, it reduces the ion back flow. The high efficiency, high rate handling

capacity of the GEM detector and its good position resolution makes it suitable

as a tracking detector in HEP experiments where the particle flux is expected

to be very high. As an example, after upgradation in the CMS muon detection

system, triple GEM detectors are used whereas after the upgradation in ALICE

TPC, quadrupole GEM detectors are used to handle high particle rates and also

to minimize the ion-back flow.

3.3 Choice of gas mixture

The choice of the gas mixture used in a gaseous detector is something quite

complicated and depends on the requirement of the experiment and the ex-

pected performance of the chamber. The important parameters to be taken

into account in the choice of the gas mixture are: low working voltage, high

gain operation, good proportionality, long lifetime, high rate capability, etc.

The avalanche multiplication occurs at relatively lower fields in noble gases as

compared to the polyatomic gases. The main reason for that is the complex

structure of the polyatomic gases and their different non-ionizing energy dis-

sipation modes. The choice of Argon (Ar) is quite conventional, because the

primary ionization for Minimum Ionizing Particles (MIP)1 is high enough. Fur-

1The particles whose mean energy loss through a media is minimum, referred as Minimum Ionizing Particle.
Any particle is said to be minimum ionizing if its energy is much much greater than its rest mass energy.
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ther, as compared to other noble gases (like Xenon and Krypton), Argon is

inexpensive. It happens frequently that the detectors need to be operated at a

high gain, i.e. with a high electric field, which increases the risk of discharges.

To increase the electric field while avoiding any discharge, a polyatomic gas is

usually added. The polyatomic gases have the property of having other atomic

degrees of freedom such as rotation, vibration etc. They can, therefore, absorb

ultraviolet photons produced in the avalanche, and thus avoid spurious signals.

This type of gas is called a quencher. Gases generally used as quenchers are

CO2, CH4 etc. In the course of this thesis, the performance of triple GEM

chambers is investigated with premixed Ar/CO2 gas mixtures in different vol-

ume ratios. A detailed study on the properties of the gas mixture used in the

tracking detectors can be found in Ref. [31].

3.4 Applications of the GEM detector

New generation nuclear and particle physics experiments require charged parti-

cle tracking devices with a low material budget, good efficiency, high rate han-

dling capability and excellent position resolution. For the last several decades,

various types of MPGD [12] have been developed for their use in experiments

at major accelerator facilities as well as for applications in imaging technolo-

gies. The GEM detector is one of the most used new generation MPGDs, which

fulfil the stringent conditions of existing and proposed large-scale experiments.

Several HEP experiments are already making use of this technology. A brief

description of the experiments is given below where GEM chambers have been

used and proposed to be used.

The first example of the application of a GEM foil in a tracking detector sub-

system was in the HERA-B [32] experiment at the HERA (Hadron Electron

Ring Accelerator) [33] storage ring (at DESY, Germany). The HERA-B Inner

Tracker system consists of an MSGC with the GEM foil as the pre-amplifying
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device in the gas volume. The GEM foil was introduced as a first amplifying

stage to reduce the discharge probability of the MSGC chamber [34]. A typical

distance between the drift electrode and GEM foil was ∼ 3 mm and the gap

between the GEM foil and MSGC chamber was ∼ 2.8 mm. Typical dimensions

of the chambers were 25 cm × 25 cm. Argon based gas mixtures were used

in the detector. The hybrid GEM-MSGC detectors have helped to overcome

many major problems in the tracking system and allowed stable operations with

a high reliability and a good efficiency [35, 36].

The triple GEM chambers were first used as a tracking device in the

COMPASS (Common Muon and Proton Apparatus for Structure and Spec-

troscopy) [37] experiment, the first high luminosity particle physics experiment

at CERN SPS (Super Proton Synchrotron). The requirements for the perfor-

mance of the tracking chambers included the rate handling (∼ 25 kHz/mm2)

capability by maintaining good spatial (∼ few tens of µm) and time resolu-

tion (∼ few tens of ns). The dimension of the triple GEM chambers used as a

tracker near the beam area was 31 cm × 31 cm. The drift gap, transfer gaps and

induction gap were kept at 3 mm, 2 mm and 2 mm respectively. The chambers

were operated with an Ar/CO2 gas mixture in a 70/30 volume ratio. A typical

gas gain of ∼ 8000 was used for the operation of the chamber. The spatial and

temporal resolution of the chambers were found to be ∼ 70 µm and ∼ 12 ns

respectively. The details of the chamber fabrications and their operations are

reported in Refs. [38, 39, 40] and in the references therein.

Triple GEM chambers were used as a triggering device in the inner region of the

first muon station of the LHCb (Large Hadron Collider beauty) [41] experiment.

The idea for the application of triple GEM chambers as a triggering device was

unique at that time and several R&D’s were performed to demonstrate the same.

The performance requirement of the GEM chambers includes the long-term

stability in performance with a rate handling capability up to ∼ 500 kHz/cm2

with an efficiency higher than 90% (within 20 ns time window). The drift,

transfer and induction gaps of the chambers were kept at 3 mm, 1 mm, 2 mm

and 1 mm respectively. The dimensions of the chambers were optimised to be
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20 cm × 24 cm in each case. To improve the timing performance, the chambers

were operated with different Argon based gas mixtures. A time resolution better

than 5 ns (RMS) was obtained with an Ar/CO2/CF4 gas mixture in the volume

ratio of 45/15/40. Using the same gas mixture, the aging study was performed

using a 5.9 keV X-ray source and the detector did not show any degradation

in terms of its performance even after the accumulation of 4.2 C/cm2 of charge

(equivalent to 10 LHCb years). The details of the R&D and performance studies

of the detector are reported in Refs. [42, 43] and in the references therein.

The successful operation of the triple GEM chambers in the COMPASS [37]

experiment perturbed the decision of using triple GEM chambers in the T2

telescope of the TOTEM (TOTal Elastic and diffractive cross section Measure-

ment) [44] experiment at LHC for tracking and triggering. The GEM cham-

bers were semi-cylindrical in geometry and placed at the forward rapidity re-

gion (5.3 < |η| < 6.5). The typical radial extension of the chambers was from

4.25 cm to 14.45 cm. The triple GEM chambers were used to achieve a nom-

inal gain of ∼ 8000 with Ar/CO2 gas mixture in a 70/30 volume ratio. The

details about the experimental setup and performance studies are reported in

Refs. [45, 46] and in the references therein.

Several experiments are planning to upgrade their detector systems with GEM

detectors due to increasing particle flux that is foreseen; for example, the

CMS (Compact Muon Solenoid) [47] detector system at LHC (Large Hadron

Collider), CERN, is planning to upgrade the muon spectrometer with triple

GEM chambers. The upgradation is needed to cope with the foreseen upgra-

dation of LHC to High Luminosity (HL)-LHC. The drift, transfer and in-

duction gaps of the chamber are proposed to be 3 mm, 1 mm, 2 mm and

1 mm respectively. An Ar/CO2 gas in 70/30 volume ratio will be used

in the chambers. The typical dimensions of the trapezoidal-shaped cham-

bers will be ∼ 99 cm (height) × 45.5 cm (width at the wider side) and

∼ 190 cm (height)× 120 cm (width at the wider side). Much R&D on the

large area GEM foils has been done and reported in Refs. [48, 49] and in the

references therein.
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The upgradation of the TPC (Time Projection Chamber) at the ALICE (A

Large Ion Collider Experiment) [50] detector system at LHC involves the re-

placement of wire chamber based TPC readout system by quadruple GEM

chambers. The quadrupole GEM configuration is chosen over the triple GEM

configuration mainly to reduce the ion back flow to <2% at a gain of ∼ 2000

and also to achieve an energy resolution of ∼ 14% with an Fe55 X-ray source.

The pitch of the GEM holes was also modified to ensure that the ion back

flow was minimized. The typical trapezoidal-shaped chambers are of height

∼ 49.7 cm and width of 46.7 cm of the long parallel side of the module. The

chambers will be operated with a Ne/CO2/N2 (90/10/5) gas mixture. The pri-

mary reason behind choosing a Ne based gas mixture is to reduce the size of

the space charge distortions. A detailed discussion of the optimisation of the

gas mixture is reported in Ref. [51]. Several R&D studies on the quadrupole

GEM chambers have been performed to optimize the configuration of the GEM

foils and are reported in Ref. [52] and references therein. The applications of

the GEM chamber in the HEP experiments are summarised in Table 3.2.

Apart from the HEP experiments, the GEM chambers are also being used in

many other medical and societal applications. A triple GEM chamber based

Muon Tomography Station (MTS), reported in Ref. [53], has been used for the

imaging of the high-Z material using cosmic ray muons. The dimension of the

chambers used was 30 cm × 30 cm and operated with Ar/CO2 gas mixture in

a 70/30 volume ratio. The drift gap, transfer gaps and induction gap are kept

at 3 mm, 2 mm and 2 mm respectively. Ref. [53] gives the proof of principle

that the GEM based muon tomography is possible. GEM based readout sys-

tems are used in medium to high energy (MeV-GeV) gamma-ray polarimetry.

The details of the instrumentation and their R&D are nicely summarised in

Refs. [54, 55]. GEM based detectors are also used in neutron detection. The

performance of the GEM based neutron detector is investigated with different

neutron converters. A brief review of neutron detection using GEM chambers

is available in Ref. [56]. A set of triple GEM (similar to the GEMs built for the

COMPASS experiment) trackers has been used to design a medical diagnostic
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Table 3.2: Summary of the application of the GEM detector in HEP experiments.

Experiment Purpose Dimension Gas gap Gas mixture
(& requirement) configuration

Pre-amplifying stage
HERA-B of MSGC 25 cm × 25 cm Drift gap: 3 mm Ar based

[34, 35, 36] (Reduce the discharge Gap between GEM gas mixtures
probability of MSGC) and MSGC: 2.8 mm

COMPASS Tracking Drift gap: 3 mm
[38, 39, 40] [Rate (∼ 25 kHz/mm2) 31 cm × 31 cm Transfer gaps: 2 mm Ar/CO2

handling with good resolution] Induction gap: 2 mm (70/30)
Trigger Drift gap: 3 mm

LHCb [Rate (∼ 500 kHz/cm2) 20 cm × 24 cm Transfer gap 1: 1 mm Ar/CO2/CF4

[42, 43] handling with high efficiency] Transfer gap 2 : 2 mm (45/15/40)
Induction gap: 1 mm

Semi-cylindrical Drift gap: 3 mm
TOTEM Trigger & tracking with radial extension Transfer gaps: 2 mm Ar/CO2

[45, 46] (-) from 4.25 cm to 14.45 cm Transfer gap 2 : 2 mm (70/30)
Induction gap: 1 mm

Tracking Trapezoidal modules Drift gap: 3 mm
CMS (Cope up with 99 cm (height) × 45.5 cm Transfer gap 1: 1 mm

[48, 49] the upgradation of (width at the wider side) Transfer gap 2 : 2 mm Ar/CO2

LHC to HL-LHC) 190 cm (height) × 120 cm Induction gap: 1 mm (70/30)
(width at the wider side)

Readout of TPC Trapezoidal modules Quadrupole GEM
ALICE (Reduce the ion 49.7 cm (height) Drift, transfer Ne/CO2/N2

[51, 52] back flow below) × and induction gaps: 2 mm (90/10/5)
46.7 cm (width)

tool for hadron therapy, known as Proton Range Radiography (PRR) [57]. The

concept used in the device is to get the correlation between the measured po-

sition and energy loss profile, which will yield the density distribution in the

target. Performance studies of GEM based detectors for medical applications

are discussed in detail in the Refs. [58, 59, 60].

Future HEP experiments like CBM (Compressed Baryonic Matter) at FAIR,

NA60+ at CERN SPS (Super Proton Synchrotron) have planned to use triple

GEM chambers as the tracking device in the muon chambers [61, 62]. In Chap-

ter 4, the details of the performance studies of triple GEM chambers will be

discussed for the CBM Muon Chamber.
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Chapter 4

Performance studies of GEM for CBM
Muon Chamber

4.1 Introduction

Future high-rate experiments, like the CBM experiment, require large area de-

tectors capable of precise tracking of charged particles with very high detection

efficiency and good spatial resolution. The GEM detector is a potential candi-

date as tracker for any high-rate experiment and the requirement of large area is

taken care of by the newly developed Single Mask (SM) technology. In the CBM

experiment, a dedicated detector sub-system will be used for muon tracking,

known as the Muon Chamber (MuCh) [1]. The GEM detectors will be placed

in the first two stations of MuCh because of their high-rate handling capacity

as discussed in section 2.1. Since GEM detector will be used in places where

the particle flux is very high, it is necessary to perform the stability test of the

GEM detector in terms of its gain, energy resolution, and count rate under very

high and continuous radiation. If in a long-term operation under continuous

radiation, the detector shows any significant degradation then it cannot be used

in the real experiment. Degradation of the performance of gas detectors under

irradiation has been observed since the start of their application in particle

physics experiments. In general, the observed damage depends on the amount

of radiation seen by the detector. In addition, many other parameters like gas
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composition, gas quality, particle rate and particle type play extremely impor-

tant roles. It has been shown in several studies that GEMs, and in particular

staged triple GEMs show very good performance against prolonged irradia-

tion or in other words they are radiation hard. However, in the long-term,

intense irradiation with slow, heavily ionizing particles, as foreseen in the CBM

experiment, might provoke yet unknown aging characteristics. The expected

accumulated charge per unit area at CBM is 0.76 mC/mm2 in 10 years1. Thus

the investigation of long-term stability is one of the most important aspects

of the R&D work carried out at Bose Institute. Also, the uniformity over the

active area of the detector is investigated in terms of gain, energy resolution,

and count rate.

One of the major issues with micro pattern gaseous detectors is discharges. The

high electric fields used for the amplification can provoke discharges or sparks

in high-rate operations. These sparks can be devastating for the detectors. So

these discharges need to be avoided as much as possible and the detector should

be operated in a safe region since they (being a statistical phenomenon) can

never be entirely excluded. The first method in trying to avoid discharges in

GEM detectors is the cascaded operation of the GEM foils. This is of particular

relevance for the proposed CBM GEM tracker since we expect a high track

density of slow, highly ionizing particles after the hadron absorbers. The spark

probability of a SM triple GEM chamber prototype is tested at the CERN SPS

beam-line and the results are discussed in the following sections.

The questions to be addressed to validate the applicability of GEM detectors

for any high-rate experiment are the following:

• Effect of ambient parameters such as temperature [T (in K) = t + 273,

t in ◦C], pressure (p in mbar) and Relative Humidity (RH) on the gain and

energy resolution of the chamber
1The accumulated charge per unit area is calculated using the following information;
Average interaction rate: 1 MHz, Primary electrons/track for MIP: ∼ 30, Gain: 103,
Tracks/cm2/event: ∼ 0.05 (Fig. 2.2: Scaled by 1/4 to get the number for minimum bias Au+Au collision)
Accumulated charge/area/sec = 0.05×106×30×103×1.6×10−19 C Hz/cm2 = 2.4×10−10 C Hz/cm2

Accumulated charge/area/year = accumulated charge×365×24×60×60 ≈ 7.6 mC/cm2/year
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• Uniformity in performance

• Gain variation of the chamber due to the external radiation

• Long-term stability of operation

• Discharge probability

• Variation of efficiency with different irradiation rates

The efficiency variation of the GEM chamber as a function of irradiation rates

has already been studied and reported in Ref. [2]. In this thesis, the detailed

results of the investigations on the effect of ambient parameters on the perfor-

mance of the GEM chamber, uniformity in performance, long-term operation,

rate induced gain variation and discharge probability of triple GEM chamber

prototypes are included.

4.2 R&D on triple GEM chambers

To establish the fact that GEM detectors can be used in the harsh radiation

environment, an R&D program for the study of the radiation-induced effects on

triple GEM chambers has been undertaken in the detector laboratory at Bose

Institute. This study aims to understand the possible effects on the performance

of the chamber under continuous high irradiation. The detector characterisation

study after assembling the chamber is started by investigating the uniformity in

terms of its gain, energy resolution and count rate over the active area of GEM

chamber prototypes of dimension 10 cm × 10 cm. The long-term stability is

also studied with different Argon based gas mixtures. The effect of dielectric

charging-up due to the external irradiation is also investigated for triple GEM

chambers. To test whether the GEM chambers can withstand the high particle

densities at high-rate experiments, the spark probability of a SM triple GEM

chamber is tested at the CERN SPS/H4 beam-line facility with pion beam of

momentum 150 GeV/c and also for the shower environment.
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The R&D program is initiated with the characterisation of a 10 cm × 10 cm

Double Mask (DM) triple GEM detector. For that chamber, the research in-

cludes the measurement of gain, energy resolution, the study of their variation

with temperature and pressure as well as the long-term stability, uniformity of

performance and study of charging-up effects.

As in the CBM experiment, large size GEM chambers will be used and for that,

since the only option is SM GEM detectors, all the above mentioned studies

are also performed on SM GEM detectors. In addition, the spark probability

is also measured for the SM GEM chamber in a test beam at CERN SPS.

4.2.1 Fabrication steps of a triple GEM chamber

The GEM foils obtained from CERN are first stretched using the thermal

stretching method. The uniform stretching of the GEM foils is one of the im-

portant points to be kept in mind while fabricating the detectors. Non-uniform

stretching will alter the electric fields between the GEM layers and that will

affect the performance of the chamber. Therefore, a uniform stretching of the

GEM foils is an essential criterion for obtaining a uniform performance of the

chamber. In the thermal stretching method, the GEM foil is placed between two

acrylic jigs and the jigs are placed inside an oven. The acrylic jigs and Kapton

of the GEM foils then expand according to their respective thermal expansion

coefficients and as a result, the GEM foils get stretched. Once the GEM foils

are thermally expanded the G-10 frames, also obtained from CERN are glued

from top and bottom sides of the foil. The width of the G-10 frame is 1 cm

and the thickness is 0.5 mm. The limitation of the stretching technique, using

the thermal method, is that it can only be used for small area GEM foils. For

large area GEM foils, it is difficult to have an oven to accommodate the foils.

Another technique called the NS2 involves the stretching of the foils mechani-

cally by using inner frames and screws passing through the frames. The screws
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Figure 4.1: Fabrication steps of triple GEM chambers.

are tightened to provide the required stretching of the GEM foils. Compared

to the thermal technique, the NS2 technique is faster, easier and can be done

in a controlled way [3]. The GEM foils used for the fabrication of the GEM

chambers discussed in this thesis, are stretched using the thermal stretching

technique at CERN.

On the readout plane firstly four plastic screws are placed as the pillars to make

the GEM stack. The stretched GEM foils are arranged with the help of the

circular spacer each of thickness 0.5 mm to maintain the required gaps between

the respective GEM foils. The drift gap is kept fixed at 3 mm, the transfer and

induction gaps are kept fixed at 2 mm. At first the third GEM foil is placed

on the readout plane. To keep a 2 mm induction gap, i.e. the gap between

the readout and the third GEM foil, three circular spacers are placed in each

pillar as a 0.5 mm G-10 frame is already attached with the foil. On top of that,

second and first GEM foils are placed using proper number of circular spacers.

After placing all the GEM foils along with the spacers on the readout board,
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the drift plane is inserted on top of the 1st GEM foil. The drift plane is made

with copper cladded on one side of the Kapton foil. The copper side faces the

first GEM layer. After that, two 1 cm thick G-10 frame of width 1 cm are

placed along with the O-ring for the gas tightness. The outer cover plane is

placed on top of the G-10 frame and tightened using the screw and nut system,

as shown the in Fig. 4.1. After that, the gas pipes (PU tubes) are connected at

the inlet and the outlet of the chamber for gas circulation. Finally, the resistor

chain, used for biasing the GEM chamber, is shouldered on the readout PCB

board. The steps of GEM fabrication are shown in Fig. 4.1.

4.3 Characterisation of triple GEM chambers

The basic characteristics study of a triple GEM detector is carried out using a

Fe55 X-ray source of energy 5.9 keV and activity ∼ 20 mCi with Ar/CO2 gas

mixtures in different volume ratios and operated just above the atmospheric

pressure. The image of the GEM chamber under testing at the laboratory is

shown in Fig. 4.2.

The schematic of the powering scheme of the SM triple GEM chamber using a

voltage divider chain is shown in Fig. 4.3. In the case of the DM triple GEM

chamber, the additional High Voltage (HV) filter is not used between the HV

line and resistive chain. The drift, transfer and induction gaps of the chambers

are kept at 3 mm, 2 mm and 2 mm respectively. 10 MΩ protection resistors are

connected to the top of each of the GEM foils and also to the drift plane. The

readout of the DM triple GEM chamber is made up of nine pads of dimension

9 mm × 9 mm each. The signals from all the pads of the chamber are summed

up using a sum-up board and then taken for further signal processing.

In the case of the SM GEM chamber, the readout is an XY printed board

(256 X & 256 Y tracks). Each XY track is connected to two 128 pin connectors.

However, for the work presented in this thesis, an individual track readout is

not used. Instead, a sum-up board (provided by CERN) is used for each 128
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Figure 4.2: Triple GEM chamber under testing with Fe55 X-ray source.

Figure 4.3: Schematic of the voltage divider network in the SM triple GEM prototype.

pin connector. A total of 4 sum-up boards are used in the SM GEM prototype.

The signal from one of the sum-up boards is used for further signal processing.

The schematic of the electronic setup for signal counting and storing the X-ray

spectra are shown in Fig. 4.4. Negative HV is applied to the drift using the filter.

The output from the GEM chamber is fed to a charge sensitive preamplifier
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Figure 4.4: Schematic of the electronic setup.

(VV50-2) having a gain of 2 mV/fC and shaping time of 300 ns [4]. The output

signal from the preamplifier is fed to a linear Fan-in-Fan-out module (linear

FIFO). This module creates identical copies of the input analog signal. One

analog signal from the output of linear FIFO is put to a Single Channel Analyser

(SCA) which is operated in the integral mode. The lower level in the SCA is

used as the threshold for the signal. The discriminated signal from the SCA,

which is TTL 2 in nature, is put into a TTL-NIM adapter and the NIM scaler

is used to count the output NIM signal 3. The Fe55 energy spectra are stored

in computer by feeding another output of the linear FIFO to a Multi-Channel

Analyser (MCA).

The MCA is calibrated initially with known pulses and the pulse height and

the MCA channel number are related by the following relation:

Pulse height (in V ) = MCA channel no× 0.0014 + 0.1428 (4.1)

In Fig. 4.5, the typical Fe55 spectrum is shown for ∆V ∼ 410 V across each of

the SM GEM foils. The corresponding drift field, transfer fields and induction

field are ∼ 2.4 kV/cm, ∼ 3.7 kV/cm and ∼ 3.7 kV/cm respectively. The large

peak, known as the main peak, is due to the full energy deposition of the 5.9 keV

2TTL is an acronym for Transistor Transistor Logic. A TTL signal has the following definition of a digital
“1” and a digital “0”: When a signal voltage is between 1.5 V and 5 V, it’s a digital “1”. When a signal voltage
is between 0 V and 0.7 V, it’s a digital “0”.

3NIM is an acronym for Nuclear Instrument Modules. A NIM signal has the following definition of a digital
“1” and a digital “0”: When a signal voltage is between -0.8 V and -1 V, it’s a digital “1”. When a signal
voltage is exactly 0 V, it’s a digital “0”.
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Figure 4.5: Typical Fe55 spectra obtained for ∆V ∼ 410 V across each of the SM GEM foils.
The corresponding drift field, transfer fields and induction field are ∼ 2.4 kV/cm, ∼ 3.7 kV/cm
and ∼ 3.7 kV/cm respectively.

X-ray in the 3 mm drift volume of the chamber. There is a finite probability

that the 5.9 keV X-ray knocks an electron from the K-shell of the Argon atom

via the photoelectric effect. The vacancy of the K-shell is filled by an electron

coming from the higher shell and ∼ 3 keV X-ray is emitted as a result of the

rearrangement of the electrons. If this X-ray emits the detector volume then a

peak at ∼ (5.9-3.0) keV = 2.9 keV is visible. The smaller peak, as shown in

Fig. 4.5, is known as the escape peak. The larger peak behind the escape peak

is the noise peak and it is visible near to 0 channel and well separated from the

escape peak.

The gain of the detector is calculated in the following way [5]. The 5.9 keV

peak of the Fe55 X-ray spectrum is fitted with a Gaussian distribution. The

mean value of the fit is then used to calculate the total output charge, using

the gain of the preamplifier and the calibration factor (CF) (Eqn. 4.1) of the

MCA. The gain of the chamber is defined as,

gain =
Output charge

Input charge
=

((mean× CF ) / 2 mV )fC

No. of primary electrons × e C
(4.2)
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Figure 4.6: Gain of the SM triple GEM detector prototype as a function of the ∆V across each
of the GEM foils and for different irradiation rates. Error bars are smaller than the marker
size.

401 402 403 404 405 406 407 408 409 410 411

V (V)∆

10

15

20

25

30

35

40

e
n
e
rg

y
 r

e
s
o
lu

ti
o
n
 (

%
)

Rate: 4   kHz

Rate: 12  kHz

Rate: 60  kHz

Rate: 220 kHz

Figure 4.7: Energy resolution of the SM triple GEM detector prototype as a function of the
∆V across each of the GEM foils and for different irradiation rates. Error bars are smaller than
the marker size.

where the mean is obtained from the Gaussian fitting of the 5.9 keV main

peak, e being the electronic charge. The average number of primary electrons
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produced in the 3 mm drift gap is 212 in case of full energy deposition of the

5.9 keV X-ray for an Ar/CO2 gas mixture in 70/30 volume ratio 4. The energy

resolution of the chamber is defined as,

energy resolution =
sigma × 2.355

mean
× 100 % (4.3)
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Figure 4.8: Count rate of the SM triple GEM detector prototype as a function of the ∆V across
each of the GEM foils and for different irradiation rates.

where sigma is obtained from a Gaussian fitting of the 5.9 keV main peak. In

Fig. 4.6, the variation of the gain of the SM triple GEM chamber for different

irradiation rates is shown as a function of the voltage (∆V ) applied across each

of the GEM foils. The different irradiation rates are set using collimators. It is

observed that due to the increasing potential drop across the protection resis-

tances with increasing irradiation rates, the gain of the chamber is a bit lower
4The number of primary electrons in gas mixture is calculated in the following way;
Number of primary electrons N0 = Eγ(

%Ar
WAr

+ %CO2

WCO2

),

where Eγ is the energy of the photon (5.9 keV X-ray for Fe55 source), WAr (≈ 26 eV) and WCO2
(≈ 33 eV) are

the mean energy required for the creation of electron-ion pair in Ar and CO2 respectively.
Therefore, in Ar/CO2: 70/30, N0 ≈ 212.
Ar/CO2: 80/20 N0 ≈ 217.
Ar/CO2: 90/10 N0 ≈ 222.
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at the highest rate as compared with the lowest rate. The energy resolution as

a function of ∆V is shown in Fig. 4.7. As expected, with increasing the biasing

voltage, the gain of the chamber increases as a result, the energy resolution of

the chamber improves. The count rate from the scaler as a function of ∆V for

different irradiation rates is shown in Fig. 4.8. A plateau in the counting rate

is observed from a ∆V of 405 V onwards. The plateau region in the count rate

plot gives an idea of the operating ∆V at which the detector gives the optimum

efficiency because a radioactive source is used for this measurement which gives

a constant rate.
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Figure 4.9: Variation of gain, energy resolution (left) and count rate (right) as a function of the
∆V across each of the GEM foils of a DM triple GEM chamber. Error bars are smaller than
the marker size.

Similar studies are also performed for the DM triple GEM chamber with

Ar/CO2 gas mixture in 70/30 volume ratio. The variation of gain, energy

resolution and counting rate is shown as a function of the potential difference

applied across each of the GEM foils in Fig. 4.9. The gain of the chamber

increases exponentially with the applied voltage and the energy resolution of

the chamber improves with increasing gain. A plateau in the count rate plot

is also observed for the DM GEM chamber for ∆V of 385 V onwards and the

saturated count rate is found to be ∼ 320 kHz.
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4.4 Efficiency and time resolution measurement of the

triple GEM chamber

The efficiency of the SM triple GEM chamber is measured as a function of

the applied voltage using cosmic ray muons and with an Ar/CO2 gas mixture

in the 70/30 volume ratio. Three scintillation detectors, having dimensions

20 cm × 20 cm (SC1), 2 cm × 10 cm (SC2) and 10 cm × 10 cm (SC3) are used

to generate the cosmic muon trigger. SC2 and SC3 are placed on top of the

detector and SC1 is placed at the bottom. The coincidence signal from the three

scintillators is referred as the three-fold signal (3F). The signal from the GEM

chamber is taken in coincidence with the 3F signal and this is referred as the

four-fold signal (4F). The ratio of the 4F signal to the 3F signal is defined as the

efficiency of the GEM chamber. The detector setup in the laboratory (top) and

the schematic of the electronics setup (bottom) for the efficiency measurement

of SM triple GEM chamber is shown respectively in Fig. 4.10. The scintillators

are operated at a biasing voltage of +1550 V. The threshold to the Leading Edge

Discriminator (LED) are set to - 10 mV for the scintillators. The output of the

LED is fed to an AND gate for producing the 3F trigger logic. The coincidence

signal from all the three scintillators are fed to a dual timer module. The dual

timer module helps to stretch the 3F signal so that the GEM signal comes in

coincidence with the 3F signal. The width of the 3F signal is kept at ∼ 4 µs.

The output signal from the GEM is first fed to a preamplifier. The output of

the preamplifier is fed to the Timing Single Channel Amplifier (TSCA) to set

the lower level threshold to the signal. The output of the TSCA is fed to a

NIM-TTL adapter to convert the TTL signal into a NIM signal. After that,

the logical AND operation is performed with the 3F signal and the GEM signal

to get the 4F signal. The 3F and 4F signals are counted using a NIM scaler.

The threshold to the TSCA is set at 0.15 V. The signal from the GEM chamber

is found to be delayed, as compared to the scintillator signal and that is mainly

due to the finite shaping time of the preamplifier and TSCA. That is why the
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Figure 4.10: Top: Setup for the efficiency measurement of SM triple GEM chamber. Bottom:
schematic of the electronic setup for the efficiency measurement of SM triple GEM chamber.

3F signal from the scintillators is stretched before performing the logical AND

operation with the GEM signal. The typical 3F signal and the discriminated

GEM signal (after TTL-NIM adapter), as observed in the oscilloscope, are

shown in Fig. 4.11. The energy spectra for cosmic ray are also stored using

MCA. In this case the MCA is operated in gated mode. The gate is generated
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27

3F →

GEM

Figure 4.11: 3F signal (pink) and discriminated GEM signal after TTL-NIM adapter (magenta)
as observed in the oscilloscope. The time scale is set at 2 µs/div, the voltage scale is set at
500 mV/div and the load is 50 Ω.
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Figure 4.12: Left: A typical cosmic muon spectrum from the GEM chamber at a ∆V of 392 V
across each of the GEM foils. The spectrum is fitted with a Landau distribution. Right: The
variation of the MPV as a function of the applied voltage (∆V ) across the GEM foil.

with the 3F scintillator signal having a width of 4 µs. Fig. 4.12 (left) shows a

typical spectrum of cosmic ray muons from the GEM chamber. The spectrum

of the cosmic ray muons is fitted with Landau distribution and the variation of

the Most probable value (MPV) of the fitted distribution is plotted as functions

of ∆V across each GEM foil and shown in Fig. 4.12 (right). The variation of

the efficiency, defined as the ratio of 4F and 3F of the chamber, is studied as

a function of the ∆V across each of the GEM foils. In Fig. 4.13 shows the
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Figure 4.13: Variation of the efficiency (4F/3F) of the chamber as functions of ∆V across each
GEM foil.

variation of efficiency as a function of ∆V . An efficiency value greater than

90% is obtained for ∆V of 390 V onwards.

In order to measure the time resolution of the chamber, the Time to Amplitude

Converter (TAC) module is used. To accumulate sufficient statistics at rela-

tively smaller time duration, a gamma source (137Cs) of energy 661 keV is used

to study the time resolution of the chamber. The detector arrangement (left)

and the schematic of the electronics setup (right) to measure the time resolu-

tion of the SM triple GEM chamber are shown in Fig. 4.14. The two-fold (2F)

SC3

SC2

GEM

LED

LED

Pre-amp TSCA TTL-NIM
adapter

Dual
timer

137Cs

TAC MCA PCSTART

STOP

Figure 4.14: Left: Detector arrangement for the time resolution measurement of SM triple
GEM chamber. Right: Schematic of the electronics setup for the time resolution measurement
of SM triple GEM chamber. The 137Cs source is placed on top of scintillator SC3.

signal from SC3 and SC2 is used as the start signal and the GEM signal is

101



taken as the stop signal for the TAC module. The output of the TAC module is

stored in the desktop using an MCA. The typical start signal, stop signal and

output of the TAC module are shown in Fig. 4.15. The threshold to the LED

29

TAC

2F →

GEM

Figure 4.15: 2F signal (pink), discriminated GEM signal after TTL-NIM adapter (magenta)
and TAC output (green) as observed in the oscilloscope. The time scale is set at 2 µs/div and
the voltage scale is set at 500 mV/div for 2F and GEM signal, 1.0 V/div for the TAC output
and the load is 50 Ω.

for the scintillators is kept at -10 mV while the threshold to the TSCA for GEM

chamber is kept at 0.25 V. A typical timing spectrum at a ∆V of 390 V across

each of the GEM foils is shown in Fig. 4.16. The timing spectrum is fitted

with a Gaussian distribution. The mean of the fitted spectrum gives the time

difference between the start and stop signal and from the sigma (σ) the time

resolution of the chamber (σGEM) is extracted subtracting the combination of

scintillators 5 using the formula;

σ2 = σ2GEM + σ2SC2 + σ2SC3

σGEM =
√

σ2 − σ2SC2 − σ2SC3
(4.4)

The variation of the mean and the sigma of the fitted spectra is investigated

by varying the voltage across the GEM foils. In Fig. 4.17, the variation of the

5The time resolution of the scintillators SC2 (σSC2) and SC3 (σSC3) are 0.38+0.04 ns and 0.56+0.04 ns
respectively.
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Figure 4.16: Typical timing spectrum with 2F scintillator signal as the start signal and GEM
signal as the stop signal. The timing spectrum is fitted with a Gaussian distribution.

time difference between the start and stop signal (left) and of the respective

σGEM values (right) are plotted as a function of ∆V across each GEM foil. It is
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Figure 4.17: Variation of the time difference between the start and stop signal (left) and of the
respective σGEM values (right) as a function of ∆V across each GEM foil.

observed that with increasing voltage across the GEM foil, the time difference

between the start and stop signal decreases. That is mainly due to the increase

of voltage of the GEM chamber which results in a faster signal formation. The

best time resolution value obtained from this study is 44.08 + 9.91 ns at a

∆V of 390 V across each GEM foil. The time resolution of the real size GEM
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chambers during the beam test is found to be ∼ 19 (+ 5) ns [6] in a nucleus-

nucleus collision system. The probable reason behind observing such relatively

larger time resolution values from the timing spectra is due to the time-walk

effect. As TSCA is used in integral mode to discriminate the signals, therefore,

depending on the pulse height, the signal will cross the threshold at different

instances and thus contribute to the σ of the timing spectrum.

4.5 Effect of temperature, pressure and humidity on

gain and energy resolution

The gain of any gas-filled detector depends on the temperature [T (in K) = t

+ 273, t in ◦C] and pressure (p in atm) 6. It is well known that the gain of

any gaseous detector increases with increasing temperature and decreases with

increasing pressure, or in other words, the gain of the chamber is found to be

positively correlated with the T/p variation [7]. As it is expected that with

increasing gain, the energy resolution of the chamber improves, therefore, the

energy resolution is also expected to be anti-correlated with T/p variations. In

Fig. 4.18, the typical variation of the gain, energy resolution, ambient tempera-

ture, pressure and relative humidity are shown as a function of time for the SM

triple GEM chamber, operated with an Ar/CO2 gas mixture in a 70/30 volume

ratio. The voltage across each of the GEM foils is kept at ∼ 405 V and the

chamber is irradiated continuously with Fe55 X-rays at a rate of ∼ 2 kHz/mm2.

The dependence of the gain and energy resolution with T/p can be expressed

as,

gain(T/p) = A exp(BT/p) (4.5)

energy resolution(T/p) = A
′

exp(B′T/p) (4.6)

6The gain (G) of gaseous detectors can be expressed as G = eαx, where α is known as the first Townsend
coefficient and x is the path length. Here α represents the inverse of the mean free path for ionization. Now the
mean free path for ionization changes with changing temperature and pressure. With increasing temperature or
decreasing pressure, the mean free path decreases and as a result, the Townsend coefficient increases and thus
the gain of the chamber increases. Therefore, it is expected that the gain of the chamber should be related to
T and p as G ∝ eT/p.
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Figure 4.18: Variation of gain (top), energy resolution (middle), T, p and RH (bottom) as a
function of time. Error bars are smaller than the marker size.
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where A, B, A
′

and B
′

are the parameters to be determined from the correlation

plot. The correlation of gain and energy resolution with the temperature by

pressure (T/p) ratio are shown in Fig. 4.19. The fit parameters from the gain

correlation plot are found to be A=0.22 + 0.01 and B=0.0356 + 0.0001 atm/K.

The parameters obtained from the correlation of energy resolution with T/p

are A
′

=42.82+0.24 and B
′

=-0.0016+0.0001 atm/K.
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Figure 4.19: Correlation of gain (top) and energy resolution (bottom) with T/p. Error bars
are smaller than the marker size.

The gain and energy resolution of the chamber are normalised using the pa-

rameters obtained from the correlation curves to eliminate the effects of T/p
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variations using the following formula:

gainnormalised = gainmeasured/A exp(BT/p) (4.7)

energy resolutionnormalised = energy resolutionmeasured/A
′

exp(B
′

T/p) (4.8)

The variation of normalised gain and energy resolution is shown in Fig. 4.20 as

a function of the accumulated charge per unit area. The accumulated charge

per unit area is calculated using the formula

dq

dA
=
r × n× e×G× dt

dA
(4.9)

where r is the rate (in Hz) of the incident radiation falling on an area dA, n is

the number of primary electrons produced by full absorption of a single X-ray

photon in the drift region, e is the electronic charge (in Coulomb), G is the gain

of the chamber and dt is the irradiation time (in second).

Figure 4.20: Variation of the normalised gain and normalised energy resolution as a function
of accumulated charge. The error bars are smaller than the marker size.

The initial decrease in the normalised gain and increase in the normalised energy

resolution is due to the charging-up effect of the chamber [8, 9] and will be

discussed in more detail in the following sections.

To study the effect of RH on the performance of the chamber, the gain and

energy resolution of the chamber, normalised with T/p are plotted as functions

107



Figure 4.21: Variation of normalised gain (left) and energy resolution (right) as a function of
RH.

of RH and shown in Fig. 4.21. No significant correlation is observed between

the T/p normalised gain and energy resolution with RH [10, 11].

4.6 Uniformity study of DM triple GEM chambers

A systematic study of the uniformity in gain, energy resolution and count rate

over the active area of a 10 cm × 10 cm DM triple GEM detector prototype

is carried out using an Fe55 X-ray source and with an Ar/CO2 gas mixture in

70/30 volume ratio and at a constant gas flow rate.

The summed-up signal from all the nine pads (as described in section 4.3) is

taken and then fed to a charge sensitive preamplifier having a gain of 2 mV/fC

and a shaping time of 300 ns [4]. The electronic setup is the same as discussed in

section 4.3. All the measurements are performed within a grid of 5×4 positions

in the central part of the chamber. The uniformity study for the DM chamber

is carried out at ∆V of 385.9 V across each of the GEM foils. The variation ob-

served in gain, energy resolution and count rate are shown in Fig. 4.22, Fig. 4.23

and Fig. 4.24 respectively. Over the scanned area, a 10 % fluctuation in gain

and a 20 % fluctuation in energy resolution and count rate are observed [12].

For some zones, the count rate is found to be as low as 100 kHz. So, for the
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Figure 4.22: Top: Variation in gain over the central part of the DM triple GEM chamber.
Bottom: Distribution of the measured gain.

count rate distribution, a lower cut of 150 kHz is used during the analysis.

A variation of 20% in gain is also reported for a DM triple GEM chamber of

dimension 10 cm × 10 cm in Ref. [13].

The observed variation in gain and energy resolution could be attributed to

the intrinsic inhomogeneity of the GEM geometry and the gap between the

respective GEM foils [14].

109



29.14 40.91 34.39 49.86 42.66

34.51 31.99 40.4 55.86 41.39

31.19 35.65 35.48 36.93 34.77

31.27 40.86 32.99 29.26 28.4

Position along X (cm)
1 2 3 4 5 6 7 8 9 10

P
o
s
it
io

n
 a

lo
n
g
 Y

 (
c
m

)

1

2

3

4

5

6

7

8

9

10

0

10

20

30

40

50

e
n
e
rg

y
 r

e
s
o
lu

ti
o
n
 (

%
)

Entries  20

Mean     36.9

RMS     6.853

energy resolution (%)
0 10 20 30 40 50 60 70 80

c
o

u
n

t

0

1

2

3

4

5 Entries  20

Mean     36.9

RMS     6.853

Entries  20

Mean     36.9

RMS     6.853

Figure 4.23: Top: Variation in energy resolution over the central part of the DM triple GEM
chamber. Bottom: Distribution of the energy resolution.

4.6.1 Charging-up effect in triple GEM chambers

The presence of the Kapton foil inside the active part of the detector changes

its behaviour when exposed to external radiation. Due to the high electric

field (∼ 80 kV/cm) inside the GEM holes, the incoming electrons get sufficient

kinetic energy to start an avalanche of further ionization. Due to the dielectric

properties of the polyimide (Kapton), they get polarised by the external electric

field. During the multiplication process of the primary charges inside the GEM
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Figure 4.24: Top: Variation in count rate over the central part of the DM triple GEM chamber.
Bottom: Distribution of the measured count rate.

hole, the electrons and ions may diffuse to the polyimide surface and due to

the polarisation of the polyimide by the external HV, the ions or electrons can

be adsorbed on the wall of the Kapton foil. This phenomenon is illustrated in

Fig. 4.25. Due to the high resistivity of the Kapton, the charges remain there for

a rather long time. As a result of sufficient accumulation of charge on the wall,

the electric field configuration inside the GEM hole changes dynamically and

this phenomenon is known as the charging up effect. The accumulated charges

on the surface of the Kapton foil increase the field inside the GEM holes and
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as a result, the gain of the chamber increases with time. Many studies have

reported that the charging up effect is responsible for a time-dependent change

in gain, which asymptotically reaches a constant value [15, 16, 17, 18].

In this section, a systematic investigation of the charging up process with dif-

ferent irradiation rates in triple GEM detector prototypes built using the DM

and SM GEM foils and operated with Ar/CO2 gas mixture in the 70/30 volume

ratio is reported. A strong Fe55 source is used to irradiate the chamber as well

as to record the 5.9 keV X-ray spectra from the chamber.

Figure 4.25: Schematic representation of the Charging up effect inside a GEM hole. EPolarised

indicates the electric field generated due to the dielectric polarisation. EExternal indicates the
electric field generated due to the external high voltage and EInternal indicates the electric field
generated due to the accumulation of the charges on the Kapton wall.

4.6.2 Charging-up study for DM triple GEM chamber

The variation of the gain as a function of time for three different rates of the

X-rays, 1 kHz, 10 kHz and 90 kHz respectively along with the ratio of ambient

temperature (T) to pressure (p) are shown in the top (a), middle (b) and bot-

tom (c) plot of Fig. 4.26. Using collimators, X-rays of rates 1 kHz, 10 kHz and
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Figure 4.26: Variation of gain and T/p as a function of time. The top (a), middle (b) and bot-
tom (c) plots are for 1 kHz, 10 kHz and 90 kHz X-rays irradiation rates falling on 13 mm2 (flux:
0.08 kHz/mm2), 50 mm2 (flux: 0.2 kHz/mm2) and 28 mm2 (flux: 3.2 kHz/mm2) area of the
GEM chamber respectively. All the measurements are carried out at an HV of - 4.2 kV (cor-
responding to ∆V ∼ 390 V across each of the GEM foils) and at three different positions
on the active area of the chamber. The corresponding drift, transfer and induction fields are
2.3 kV/cm, 3.5 kV/cm and 3.5 kV/cm respectively. The error bars are smaller than the marker
size.

90 kHz are made to incident on 13 mm2, 50 mm2 and 28 mm2 areas of the cham-

ber implying particle fluxes of 0.08 kHz/mm2, 0.2 kHz/mm2 and 3.2 kHz/mm2
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respectively. All the measurements are carried out at an HV of - 4.2 kV which

corresponds to ∆V ∼ 390 V across each of the GEM foils. The corresponding

drift, transfer and induction fields are 2.3 kV/cm, 3.5 kV/cm and 3.5 kV/cm

respectively.

In all three cases, the data taking starts immediately after the HV is switched

ON and the source is placed on the active area of the detector. The energy

spectra are stored at an interval of 10 minutes for 1 kHz and 10 kHz rates and

3 minutes for 90 kHz X-ray rates respectively. The same Fe55 source is used

to irradiate the chamber as well as to obtain the spectra. From Fig. 4.26, it is

evident that the gain decreases for the first few minutes and then increases for

a few hours of operation and reaches a saturation asymptotically. The decrease

in the initial gain is due to the loss of the primary electrons which are stuck on

the polarised dielectric (Kapton) surface. Since the polarisation of the dielectric

medium itself takes some finite time, whenever the HV and irradiation started

simultaneously, an initial decrease in gain is observed. Afterwards, the gain

increases sharply for the first few hours due to the lensing effect created by the

accumulated charges on the wall of the Kapton foil because this effect increases

the electric field strength inside the GEM hole. The absolute gain values after

saturation are not the same for all three cases as these measurements are done at

different positions of the detector, i.e. the source is placed at different positions

of the chamber. The variation in gain over the active area of the particular

chamber is discussed in section 4.6 and a variation of 10% (RMS) is reported.

For all the measurements, the gain shows a saturation after an initial increase

for the first few hours. The gain is normalised further to eliminate the T/p

dependence on the gain as discussed in section 4.5. For the T/p normalisation,

the saturated gain value obtained after ∼6 hours of operation is used where

only the T/p effect is dominant on the gain variation. The normalised gain is

fitted with an exponential function of the form [19]

G = p0(1 − p1e(−t/p2)) (4.10)
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where G is the normalised gain, p0 & p1 are the constants, t is the measurement

time in hours, and p2 is the time constant of the charging-up effect, in analogy

with that in the charging up mechanism of any RC network [20].
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Figure 4.27: Variation of the normalised gain as a function of time. The top (a), middle (b)
and bottom (c) plots are for 1 kHz, 10 kHz and 90 kHz X-ray irradiation rates falling on
13 mm2 (flux: 0.08 kHz/mm2), 50 mm2 (flux: 0.2 kHz/mm2), 28 mm2 (flux: 3.2 kHz/mm2)
area of the GEM chamber respectively. The error bars are smaller than the marker size.

115



The fitted normalised gain is shown in Fig. 4.27 for the 1 kHz (top), 10 kHz (mid-

dle) and 90 kHz (bottom) X-ray irradiation rates, corresponding to flux of

0.08 kHz/mm2, 0.2 kHz/mm2 and 3.2 kHz/mm2 respectively. For the fit, the

first ∼20 minutes are excluded because that includes both the effect of dielectric

polarisation and charging up. After that, the charging up effect is dominant and

is fitted with Eqn. 4.10 to get an idea about the time constant of the charging

up effect. In Fig. 4.26 (b), a small change is visible in the trend of increas-

ing gain from 1-2 hours along the time axis; that is due to the two opposite

effects: namely charging-up and T/p variation. The charging-up process will
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Figure 4.28: Variation of gain, (a) T/p and (b) normalised gain as a function of time for 1 kHz X-
rays irradiating a 13 mm2 (flux: 0.08 kHz/mm2) area of the GEM chamber. The measurement
has been carried out at a HV of - 4.2 kV. The HV was kept OFF for ∼ 60 minutes before taking
the first measurement with the Fe55 X-ray source. The error bars are smaller than the marker
size.

tend to increase the gain while a decrease in T/p will tend to reduce the gain.
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As a result of these two competing processes, the slope of the curve changes,

and that is also reflected in Fig. 4.27 (b). This competing effect between the

charging-up and T/p variation is distinct in Fig. 4.28 where 1 kHz X-rays irra-

diated the 13 mm2 area of the GEM chamber. For this measurement, the HV

is switched ON, the source is placed on the detector, and data-taking is started.

Before that, the HV is kept OFF for ∼ 60 minutes. The first three points in

Fig. 4.28 (a) show a decreasing trend in the gain which is a combined effect

of T/p and dielectric polarisation. After that, though the T/p value shows a

decreasing trend, there is no visible decrease in the gain. That is due to two

competing processes: the effect of the decreasing T/p and the charging-up on

the gain which are anti-correlated. Then, after ∼1.5 hour, the gain increases

because of both the charging-up and the T/p variation. The corresponding

normalised gain variation is shown in Fig. 4.28 (b).

In order to identify whether the decrease in the gain in the first few minutes is

due to the dielectric polarisation or not, a different measurement is performed

by keeping the HV ON for ∼24 hours before the first measurement. The HV is

kept at -4.1 kV which corresponds to ∆V ∼ 382 V across each GEM foil and the

drift field, the transfer field, and the induction field of 2.3 kV/cm, 3.4 kV/cm

and 3.4 kV/cm respectively. The chamber is irradiated with a 1 kHz X-ray

falling on 13 mm2 area of the chamber. Once the source is placed, the measure-

ment is started immediately. The variation of gain, T/p, and normalised gain

is shown as a function of time in Fig. 4.29 (a) and (b) respectively. The data

is stored at an interval of 10 minutes. It is evident from the plot that there is

no decrease in gain observed at the beginning.

Since the charging-up process is due to the accumulation of the charges on the

GEM holes, therefore, the charging-up process depends on the flux of incident

radiation. The more the flux of the incident particle, the faster will be the

charging-up process and the same behaviour also appears in this study. From

Fig. 4.27, for 1 kHz, 10 kHz, and 90 kHz operations, the time constants of

the charging-up effect are found to be 2.376 + 0.020 hours, 1.524 + 0.008

and 1.395 + 0.004 hours respectively. The time constant of the charging-

117



0 2 4 6 8 10 12 14 16 18 20 22
4000

4200

4400

4600

4800

5000

5200

5400

5600

5800

6000

0.29

0.292

0.294

0.296

0.298

0.3

0.302

0.304

0.306

0.308

0.31

T/p (K/mbar)

gain

g
a
in

time (h)

T
/p

 (K
/m

b
a
r)

(a)

0 2 4 6 8 10 12 14 16 18 20 22
time (h)

0.9

0.92

0.94

0.96

0.98

1

n
o
rm

a
lis

e
d
 g

a
in

 / ndf 2χ   2438 / 110

p0       05− 9.968e± 0.9996 

p1        0.0003477± 0.1076 

p2        0.01941±  3.35 

 / ndf 2χ   2438 / 110

p0       05− 9.968e± 0.9996 

p1        0.0003477± 0.1076 

p2        0.01941±  3.35 

(b)

Figure 4.29: Variation of gain, (a) T/p and (b) normalised gain as a function of time for 1 kHz X-
rays irradiating a 13 mm2 (flux: 0.08 kHz/mm2) area of the GEM chamber. The measurement
is carried out at an HV of - 4.1 kV which corresponds to a ∆V ∼ 382 V across each GEM
foil and drift field, transfer field, and induction field of 2.3 kV/cm, 3.4 kV/cm and 3.4 kV/cm
respectively. The HV is kept ON for 24 hours before taking the first measurement with the
Fe55 X-ray source. The error bars are smaller than the marker size.

up effect, obtained from Fig. 4.28 (b), agrees well with that from 4.27 (a).

From Fig. 4.29 (b), the time constant of the charging-up effect is found to be

3.294 + 0.018 for 1 kHz X-rays. The time constant of the charging-up effect,

obtained from 4.29 (b), cannot be compared with those from Fig. 4.27 (a) and

Fig. 4.28 (b) because the HV is different in each case. The residual voltage de-

pendence on the charging-up effect has also been seen in Ref. [19]. The details

of the charging-up time, X-ray flux and the voltage across the GEM foil are

tabulated in Table 4.1.
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Table 4.1: Summary of charging-up time for different radiation flux and gain of the DM triple
GEM chamber.

∆V Electric fields Flux Saturated Charging-up
(V) (kV/cm) (kHz/mm2) gain time (h)

Drift field: 2.3 ∼ 0.08 ∼ 4900 2.376 (+ 0.020)
390 Transfer fields: 3.5 ∼ 0.20 ∼ 5100 1.524 (+ 0.008)

Induction field: 3.5 ∼ 3.20 ∼ 5500 1.395 (+ 0.004)

4.6.3 Charging-up study for SM triple GEM chamber

The effect of charging-up on a single mask triple GEM chamber of dimension

10 cm × 10 cm, operated with a Ar/CO2 gas mixture in 70/30 volume ratio is

also investigated with an Fe55 X-ray source and discussed in this section. The

effect of initial polarisation of the dielectric is also investigated for different

gains of the chamber and with different irradiation rates. The details of the

GEM prototype and experimental setup are discussed in section 4.3.

The Fe55 energy spectra obtained from the MCA are analysed and the gain is

calculated in the same way as mentioned earlier in section 4.3. To measure the

initial polarisation effect of the dielectric, the recording of the spectra is started

as soon as the HV reaches its specific set value and the source is placed at a

particular position on the chamber. It is already mentioned that the same Fe55

source is used to irradiate the chamber as well as to record the X-ray spec-

tra. To see the effect of HV and irradiation rates on the initial polarisation

of the dielectric, X-ray spectra with different HV and collimator settings are

recorded for 20 seconds each, without any interval between two consecutive

measurements. The details of the HV settings, used for the study of the ini-

tial polarisation effect, their corresponding ∆V across each GEM foil, average

gain (after saturation) and the electric field strengths in the drift, transfer and

induction gaps are listed in Table 4.2.

Due to the initial polarisation effect, the decrease in gain for the first few

minutes, as observed in the DM triple GEM chamber, is also observed in this
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Table 4.2: ∆V across each GEM foil, average gain and fields on the various gaps of the SM
triple GEM chamber for different HV settings. The gain values are measured with X-ray flux
of ∼ 0.14 kHz/mm2.

HV ∆V Average Drift field Transfer field Induction field
(V) (V) gain (kV/cm) (kV/cm) (kV/cm)

- 5085 409 ∼ 12950 ∼ 2.4 ∼ 3.6 ∼ 3.6
- 5100 410 ∼ 13600 ∼ 2.4 ∼ 3.7 ∼ 3.7
- 5115 411 ∼ 14300 ∼ 2.4 ∼ 3.7 ∼ 3.7

study. In Fig. 4.30, the variation of the gain as a function of time is shown for a

X-ray flux of ∼ 0.14 kHz/mm2 at a HV of - 5100 V. The variation in the ambient

Figure 4.30: Variation of the gain and T/p (K/atm) as a function of time at a HV of - 5100 V.
The initial decrease in gain due to the polarisation effect is fitted with a 2nd degree polynomial.
The error bars are smaller than the marker size.

temperature (T) to pressure (p) ratio for the first 20 minutes is below 1% for

all the measurements. Though the variation of gain in any gaseous detector

with temperature and pressure is a well-known phenomenon [21], but since the

variation in the temperature to pressure ratio is small, no T/p normalisation

is performed for this initial period. To identify the time up to which the gain

decreases initially, the gain is fitted with a 2nd degree polynomial using the

chi-square minimisation technique, as available in ROOT [22]. From the fitting
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parameters, the ratio p1/2p2 7 gives the minima. The fitted curve with the

respective chi-square value is shown in Fig. 4.30. The same technique is repeated

for different gain and rate configurations to find out the time up to which the

gain reduces due to the initial polarisation of the dielectric and then again starts

to increase due to the charging-up effect.

Table 4.3: Variation of time in hour up to which the initial gain decreases with different ∆V
and radiation flux.

∆V
time (h)

rate ∼ 0.04 flux ∼ 0.14 flux ∼ 0.42 flux ∼ 7.78
(V) (kHz/mm2) (kHz/mm2) (kHz/mm2) (kHz/mm2)
409 0.133 0.110 0.115 0.126

(+ 0.018) (+ 0.013) (+ 0.005) (+ 0.004)
410 0.115 0.098 0.103 0.097

(+ 0.018) (+ 0.006) (+ 0.003) (+ 0.004)
411 0.128 0.091 0.075 0.076

(+ 0.019) (+ 0.010) (+ 0.004) (+ 0.003)

In table 4.3, the time in hour up to which the initial gain decreases due to the

initial polarisation effect, is listed for different ∆V and irradiation rates.

In Fig. 4.31, the variation in the time of the initial decrease of the gain for

different irradiation rates is shown. The data points are fitted with a linear

function. It is observed that the time up to which the gain decreases initially

due to the polarisation effect is anti-correlated (as observed from the slope p1

of the fitted data points) with the voltage across the GEM foil. An effect of

the irradiation rates on the polarisation effect is also observed. As shown in

Fig. 4.32, p1 i.e. the rate of decrease of time with ∆V, increases with the

increasing rate of irradiation.

To observe the effect of the charging-up phenomenon, the HV is switched on

for around ∼ 60 minutes before starting the measurement to ensure that the

polarisation of the dielectric in the GEM foil is over. After that, the measure-

ment is started as soon as the Fe55 X-ray source is placed on the chamber. The

7Fitted with a 2nd degree polynomial of the form, y = p0 + p1 x + p2 x2. To calculate the minima, dy
dx |x=0

is evaluated for which d2x
dy2 |x >0.
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Figure 4.31: Variation of the initial gain decrease time as a function of voltage across the GEM
foil (∆V ) for different irradiation rates.
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Figure 4.32: Variation of the slope (p1) as a function of irradiation rates.

spectra are stored for 60 seconds at an interval of 120 seconds and analysed to

obtain the gain of the chamber. Ambient temperature, pressure and relative
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humidity are also monitored continuously. To nullify the effect of temperature

and pressure on the gain of the chamber, the measured gain is normalised for

the T/p effect and then fitted with the exponential function (Eqn. 4.10), as

done in the case of the DM triple GEM chamber.
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Figure 4.33: Variation of normalised gain as a function of time (hour) for different irradiation
rates. All the measurements are carried out at a HV of - 5085 V (∆V = 409 V). The error bars
are smaller than the marker size.

In Fig. 4.33, the variation of normalised gain as a function of time (hour) at

an HV of - 5085 V is shown for different irradiation rates as listed in table 4.4.

In the case of Fig. 4.33 (c), the small jumps in the normalised gain around

0.9 hour and 2.2 hour are due to some sudden changes in the ambient T/p

value, as recorded by the data logger. The details of the charging-up time,

irradiation rates and saturated gain are listed in table 4.4.
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Table 4.4: Saturated gain and charging-up time for different radiation flux.

∆V Flux Saturated Charging-up
(V) (kHz/mm2) gain time (h)

∼ 0.04 ∼ 13000 0.268 (+0.003)
409 ∼ 0.14 ∼ 11800 0.297 (+0.001)

∼ 0.42 ∼ 12600 0.280 (+0.002)
∼ 7.78 ∼ 12200 0.228 (+0.001)
∼ 0.04 ∼ 13800 0.285 (+0.005)

410 ∼ 0.14 ∼ 13700 0.351 (+0.003)
∼ 0.42 ∼ 13500 0.407 (+0.002)
∼ 7.78 ∼ 13400 0.335 (+0.002)
∼ 0.14 ∼ 14500 0.190 (+0.002)

411 ∼ 0.42 ∼ 14700 0.436 (+0.002)
∼ 7.78 ∼ 14000 0.186 (+0.001)
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Figure 4.34: Charging-up time as a function of rate for different voltage settings. The error
bars are smaller than the marker size.

The charging-up time for different X-ray fluxes is shown in Fig. 4.34. The

charging up time varies between 0.2 - 0.4 hours depending on the rate of irra-

diation as shown in Fig. 4.34. In Fig. 4.35, the variation of normalised gain as

a function of time (hour) is shown to illustrate both the effects of polarisation

and of the charging-up of the dielectric medium on the gain of the chamber.

It is visible in Fig. 4.35 that initially the normalised gain decreases due to the

initial polarisation effect of the dielectric for around 0.1 hour. After that, due
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to the charging-up effect, the normalised gain starts to increase and saturates

after around 1.0 hours.
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Figure 4.35: Variation of normalised gain as a function of time (in hour) at a ∆V of 409 V
across each GEM foil (HV of -5085 V ) and particle flux ∼ 7.78 kHz/mm2. The measurement
is started as soon as the HV reached to its specific value and the source placed on the chamber.

4.6.4 Uniformity study of a SM triple GEM chamber with and with-
out the charged-up GEM foils

As discussed in section 4.6.3, the charging-up effect changes the gain of the

chamber with time. Therefore, it will be interesting to study the uniformity in

the performance over the active area of the chamber taking into account the

charging-up effect and without considering the charging-up effect.

The 10 cm× 10 cm active area of the SM triple GEM chamber is divided into

4 × 4 regions. A collimator having a diameter of 8 mm is used to irradiate

the chamber by the Fe55 X-ray source. To measure the uniformity in the char-

acteristics of the chamber, the source is placed on top of the collimator and

the collimator is placed at the respective positions on the active area of the

chamber.

The data taking is done using two different methods. In the first case, the HV

is kept ON for ∼ 60 minutes before starting the measurement and the data
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Figure 4.36: Variations of gain (top left), energy resolution (top right) and count rate (bottom)
over the scanned 10 cm × 10 cm area of the SM triple GEM chamber at a HV of -5075 V. The
∆V across each of the GEM foils is ∼ 402.7 V.

taking is started as soon as the source is placed on the chamber. The X-ray

energy spectra are recorded for 1 minute and then the source along with the

collimator is moved to the next position manually. As a result, the foil does
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not get sufficient time to get charged up. Therefore, the results obtained are

essentially with the uncharged GEM foils. In Fig. 4.36, the variation in gain,

energy resolution and count rate over the scanned area is shown at a ∆V of

∼ 402.7 V across each of the GEM foils. In Fig. 4.37, the distribution of gain,

energy resolution and count rate is shown. The variation in gain and count rate
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Figure 4.37: Distribution of gain (left), energy resolution (middle) and count rate (right) over
the scanned 10 cm × 10 cm area of the SM triple GEM chamber at a HV of -5075 V. The ∆V
across each of the GEM foils is ∼ 402.7 V.

is found to be ∼ 10% and the variation in energy resolution is ∼ 15%.

In the second case, the HV is switched ON and the source is placed on the

detector as soon as the HV reaches its specific set value. The data taking

is started as soon as the source is placed on the chamber. The spectra are

recorded every 30 seconds without any interval. The data is collected and then

normalised to eliminate the effect of temperature and pressure variations on

the gain and energy resolution of the chamber. The details of the T/p nor-

malisation are discussed in section 4.5. The variation of the normalised gain

and energy resolution as a function of time is shown in Fig. 4.38. The en-

ergy resolution improves with an increased gain of the chamber due to the

charging-up effect. The normalised gain is fitted using an exponential param-

eterisation (Eqn. 4.10) to extract the charging-up time. The fitted normalised

gain is shown in Fig. 4.38 (top). The variation of the charging-up time over

the scanned 10 cm × 10 cm area of the SM triple GEM chamber with HV of
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Figure 4.38: Variation of normalised gain (top) and energy resolution (bottom) as a function of
time with HV of -5075 V. The ∆V across each of the GEM foils is ∼ 402.7 V. The normalised
gain is fitted with an exponential function (p0 (1 − p1e−t/p2 )) to extract the charging-up time
(p2).

-5075 V is shown in Fig. 4.39 (Top) and the distribution of the charging up

time is shown in Fig. 4.39 (Bottom). The mean charging-up time is found to

be 0.76 (± 0.08) hour with a standard deviation of 0.33 (± 0.06) hour. Except

one region similar charging-up time is obtained over the scanned area of the

chamber. The normalised gain decreases initially due to the polarisation of the

dielectric medium [23] and after that, the charging-up phenomena take over

and the gain increases and asymptotically reaches a constant value. To find out
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Figure 4.39: (Top) Variation of the charging-up time over the scanned 10 cm × 10 cm area
of the SM triple GEM chamber with HV of -5075 V. The ∆V across each of the GEM foils is
∼ 402.7 V. (Bottom) Distribution of the charging-up time.

the variation in gain, energy resolution and count rate after the charging-up

phenomena is completed, the gain and energy resolution are measured after

∼ 150 minutes of exposure of the chamber with an X-ray from Fe55 source

and the count rate is recorded simultaneously from the NIM scaler. The vari-

ation of the gain, energy resolution and count rate over the surface with the
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Figure 4.40: Variations of gain (top left), energy resolution (top right) and count rate (bottom)
over the scanned 10 cm × 10 cm area of the SM triple GEM chamber with HV of -5075 V. The
∆V across each of the GEM foils is ∼ 402.7 V.

charged-up GEM foils are shown in Fig. 4.40 and their distributions are shown

in Fig. 4.41 respectively. Over the scanned area, the gain, energy resolution

and count rate are found to be varied ∼ 10%. No significant change is observed
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Figure 4.41: Distribution of gain (left), energy resolution (middle) and count rate (right) over
the scanned 10 cm × 10 cm area of the SM triple GEM chamber at a HV of -5075 V. The ∆V
across each of the GEM foils is ∼ 402.7 V.
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Figure 4.42: The ratios of gain, energy resolution and count rate with and without considering
the charging-up effect of the SM triple GEM chamber at the sixteen different positions of the
chamber. The error bars are smaller than the marker size.

in the uniformity of the chamber over the scanned area in terms of gain, energy

resolution and count rate. Only the absolute value of the gain is found to be

more in the second case because of the charging-up effect of the GEM foils. Due

to the increased gain, the energy resolution improves in the second case. The

mean values of the gain and energy resolution without charged up GEM foils

are found to be 7375 (+171.5), 33.31 (+1.08) % and that with the charged-up

GEM foil are found to be 8325 (+139.1) and 26.94 (+0.48) % respectively. The
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count rate from the chamber is also found to be increased after the charging-

up effect. The average count rate is found to be 184.0 (+2.9) kHz without

considering the charging-up effect and 234.6 (+4.9) kHz after the charging-up

effect. The ratio of the gain, energy resolution and count rate considering the

charging-up phenomena with respect to that of the uncharged GEM foils is

shown Fig. 4.42. The position along the x-axis indicates the sixteen differ-

ent regions of the chamber. It is observed that the gain and count rate of the

chamber with the charged-up GEM foils are always greater than that of the un-

charged GEM foils. Moreover, the energy resolution of the chamber improves

with the charging-up effect. Since an Fe55 radioactive source is used to irradi-

ate the chamber and it emits X-rays at a fixed rate, we can say that due to

the charging-up of the GEM foils the efficiency of the chamber also improves

because of the increased gain. The probable reason behind the observation of

less variation with the charged-up GEM foil in energy resolution could be the

stabilization of the chamber.

4.6.5 Long-term stability study of triple GEM chambers

The long-term stability in terms of gain and energy resolution is an essential

criterion for any detector used as a tracking device in high-rate experiments. In

this study, the stability of DM and SM triple GEM chambers are investigated

under the high irradiation of Fe55 X-ray. The uniqueness of this work is that

the same Fe55 source is used to irradiate the chamber as well as to record the

spectra. The investigation is carried out with the DM triple GEM chamber

using Ar/CO2 gas mixtures in different volume ratios namely 70/30, 80/20 and

90/10. The chamber is operated with a ∆V of 383.7 V, 359 V and 331 V

across each GEM foil for the 70/30, 80/20 and 90/10 gas mixture and with

the particle fluxes of 7 kHz/mm2, 20 kHz/mm2 and 20 kHz/mm2 respectively.

The variation of the gain and energy resolution as a function of time and the

normalised gain and normalised energy resolution of the DM GEM chamber
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Figure 4.43: Left: Variation in gain, energy resolution and T/p as a function of time. Right:
Variation of normalised gain and normalised energy resolution as a function of the total accumu-
lated charge for Ar/CO2 gas mixture in 70/30 volume ratio (top), 80/20 volume ratio (middle)
and 90/10 volume ratio (bottom) of the DM triple GEM chamber. The error bars are smaller
than the marker size.

is shown in Fig. 4.43 as a function of the accumulated charge per unit area

and the distributions of normalised gain and normalised energy resolution are

shown in Fig. 4.44. The accumulated charge per unit area is calculated using

Eqn. 4.9 as discussed in section 4.5.
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Figure 4.44: Distributions of normalised gain and normalised energy resolution for Ar/CO2 gas
mixture in 70/30 volume ratio (top), 80/20 volume ratio (middle) and 90/10 volume ratio (bot-
tom) of the DM triple GEM chamber.

No degradation is observed in gain and energy resolution after accumulating

a total charge of 6 mC/mm2, 0.6 mC/mm2 and 1.8 mC/mm2 for Ar/CO2 gas

mixtures in the 70/30, 80/20 and 90/10 volume ratios respectively [24]. It is ob-

served that for an Ar/CO2 gas mixture in the 70/30 volume ratio, the variations

in the normalised gain and normalised energy resolution are ∼15% and ∼20%
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respectively. For 80/20 and 90/10 volume ratios, the variations in normalised

gain and energy resolution is found to be ∼15% and ∼10% respectively.

The reason behind the observation of a larger variation in the normalised gain

and normalised energy resolution in some cases might be due to the effect

of environment parameters which cannot be entirely excluded by performing

the T/p normalisation as discussed in section 4.5. The detector is irradiated

continuously with 5.9 keV X-rays from the Fe55 source for long durations with

Ar/CO2 gas mixtures. Over such long periods, some sudden changes in the

environmental parameter affect the normalisation of the data. To nullify such

effects, a better idea might be to use two chambers in the same gas line and use

one chamber as the reference chamber and the other as the irradiating chamber;

the normalisation can be performed with respect to the reference chamber. In

this way, any other environmental effects could be eliminated from the data

obtained from the chamber.
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Figure 4.45: Left: Variations in gain, energy resolution and T/p as functions of time. Right:
Variation in normalised gain and normalised energy resolution as a function of total accumulated
charge per unit area with Ar/CO2 gas mixture in 70/30 volume ratio for the SM triple GEM
chamber. The error bars are smaller than the marker size.

The long-term stability study of the SM triple GEM chamber is also carried

out with the Ar/CO2 gas mixture in a 70/30 volume ratio with a particle

rate of ∼ 2.3 kHz/mm2 at ∆V of 404 V across each of the GEM foils. The

variation of the normalised gain and normalised energy resolution is shown in

Fig. 4.45 (right) as a function of the total accumulated charge. The distri-
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bution of the normalised gain and normalised energy resolution are shown in

Fig. 4.46. No degradation is observed in gain and energy resolution other than

a fluctuation of ∼ 5% after accumulating a total charge of 0.85 mC/mm2.
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Figure 4.46: Distribution of normalised gain (left) and normalised energy resolution (right)
with an Ar/CO2 gas mixture in the 70/30 volume ratio for the SM triple GEM chamber.

It is to be mentioned here that taking a typical number of hits for the MIPs

in the first GEM station of MuCh to be ∼ 0.05 hits cm−2 event−1 (Au+Au

minimum bias collision at beam momentum of 12 A GeV/c) and with the fore-

seen average interaction rate of 1 MHz, the approximated charge accumulation

over 10 years will be ∼ 0.76 mC/mm2 for a typical gas gain of 103. Thus, with

the investigated limit of accumulated charge using the Fe55 X-ray source at the

laboratory, it can be concluded that the detector can be used safely for around

10 CBM years.

4.7 Cleaning of the GEM foil

During the long-term test with a SM triple GEM chamber, it is observed that

the detector suddenly stopped producing the signal. To understand the prob-

lem, the triple GEM chamber prototype is disassembled and the individual foil

resistances are measured. It is found that the resistance of the 3rd GEM foil

is ∼ 40 kΩ which indicates that there are some short paths created between
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the top and bottom electrodes of the foil. The short-circuited path might be

created due to the accumulation of impurities inside the GEM holes or due to

the degradation of the foil itself.

4.7.1 Visual investigation of GEM foils

The stretched GEM foils are scanned using an optical microscope (Nikon eclipse

Ni) with different magnifications before assembling the detector. The micro-

Figure 4.47: Microscope setup for scanning the GEM foil (top left). Imperfections in the GEM
foil at different magnifications (top right, bottom left image with the 40X magnification and
bottom right image with 20X magnification.)

scope setup is shown in Fig. 4.47 (top left). The microscope is connected to

a PC for taking and storing the image of the object under scanning. The vi-

sual inspection revealed several imperfections in the foil and they are shown in

Fig. 4.47. The pitch 8 and diameter of the GEM holes are also measured using

the microscope and their distributions are shown in Fig. 4.48. The average hole

diameter is found to be 69.58 + 0.09 µm and the average pitch is found to

8Pitch is defined as the centre to centre distance of the holes in the GEM foil.
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Figure 4.48: Distribution of GEM hole diameter (left) and pitch (right).

be 140.17 + 0.80 µm which match with the conventional GEM hole diameter

(70 µm) and pitch (140 µm) values.

The foil is cleaned using Millipore water which is nothing but de-ionized water

and with an ultrasonic (∼ 20 kHz) bath [25]. After cleaning, the foil resistance

and the leakage current of the foil are measured. The cleaning methodologies,

the setup and results of the leakage current measurement of the foil are discussed

below.

4.7.2 Methodology for cleaning the GEM foil

First, the GEM foil is immersed in the Millipore water which is nothing but

de-ionized water, bath for ∼ 60 minutes and then the foil is removed and kept

for drying under continuous hot air flow for ∼ 30 minutes. After that, the

foil resistance is measured and still, it is found that the resistance of the foil

is low (∼ 1 MΩ). The foil is kept for another 24 hours in a closed box and

then again the foil resistance is measured, but still the resistance is found to be

∼ 1 MΩ. Fig. 4.49 shows the GEM foil in the Millipore water bath.

After the water bath, the foil is put in the ultrasonic (∼ 20 kHz) bath with

Millipore water as the medium. The foil is kept in the ultrasonic bath for
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Figure 4.49: Millipore water bath of the GEM foil.

∼ 5 minutes. After removing the foil from the ultrasonic bath, the foil is dried

for ∼ 30 minutes under continuous hot air flow.

Figure 4.50: Ultrasonic bath of the GEM foil with Millipore water as the medium.

4.7.3 Leakage current measurement of the foil

After cleaning with the ultrasonic bath, the leakage current of the foil is mea-

sured under a continuous flow of Ar/CO2 gas mixture. The voltage is ap-

plied across the GEM foil by connecting the two leads of the foil to the ex-

ternal High Voltage module. The current is measured using a Keithley pico-
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ammeter (Mod No.: 6485). The setup of the leakage current measurement is

shown in Fig. 4.51 (top). The voltage across the GEM foil is kept at ∆V ∼ 300 V
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Figure 4.51: Setup for leakage current measurement of the GEM foil (top). Leakage current as
a function of time (bottom). The error bars are smaller than the marker size.

and the leakage current of the foil is measured for 30 minutes. The leakage cur-

rent is found to be ∼ 0.3 nA at a RH of ∼ 50 %. From the value of the

applied voltage across the foil and the leakage current, the resistance of the

foil is quantified to be ∼106 MΩ which is comparable with that of Kapton [26].

This implies that the short paths are removed after the ultrasonic cleaning. The

measured leakage current as a function of time is shown in Fig. 4.51 (bottom).
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The ultrasonic bath technique [25] is found to be useful to clean the foil showing

a low resistance, which might be due to the accumulation of impurities in the

foil.

4.8 Spark probability measurement at CERN SPS

beam-line facility

Since the CBM GEM detectors will be of the single mask type because of their

large size, it is thus very important to measure the spark probability of a SM

GEM detector. The main goal of this study is to measure the spark probability

of a SM triple GEM detector with a high momentum pion beam and also for

a shower environment. A SM triple GEM detector prototype is tested at the

CERN SPS/H4 beamline facility with a pion beam of momentum 150 GeV/c. In

this test beam, the pulse height distribution from the detector, currents from

the individual GEM foils and count rates from the detectors are measured.

The details of the spark identification, the value of the spark probability, and

its variation as a function of gain will be presented in this section. The spark

probability measurement of a DM triple GEM detector has been done by the

CBM collaboration and reported earlier [27]. A comparison of spark probability

results, obtained with double mask and single mask triple GEM chambers are

discussed qualitatively at the end of this section.

4.8.0.1 Description of the GEM module

A SM triple GEM detector having the dimension of 10 cm × 10 cm, is used

during the beam test. The GEM foils with a hole diameter of 70 µm and a

pitch of 140 µm are obtained from CERN. The drift gap, 2 transfer gaps, and

the induction gap are kept at 3 mm, 2 mm and 2 mm respectively (3-2-2-2

configuration). A protection resistance of 10 MΩ is employed to the top plane
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of each GEM foil and also to the drift plane. Fig. 4.52 shows the schematic

diagram of the GEM module used in the test beam campaign. The read-out

plane consists of 512 pads, each of 4 mm × 4 mm size. All the readout pads

have been routed to 4 connectors of 128 pins each. Even though the read-out

plane was segmented for the module, in this study, the signals obtained from all

the 128 pads are summed by a sum-up board and a single output has been fed

to a charge sensitive preamplifier. (The sum-up board is a specially designed

board having connections from 128 pins to a single LEMO. Signals coming from

any of the 128 pads will reach a single preamplifier via the LEMO connector.)
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Figure 4.52: Arrangement of GEM foils, voltage and current distribution in different planes of
the chamber.

The analog signals from the preamplifiers are put into the linear Fan-in-Fan-

out (FIFO) module that gives four identical analog signals at the output which

are exactly the same as the input signal. For data acquisition, PXI LabView

is used [28]. Signals from one output of the linear FIFO are put to the PXI

LabView scope card for ADC spectra. Signals from another output are fed

to a NIM discriminator. The threshold to the signal is set at 10 mV in the

discriminator to eliminate the noise. The discriminated signals are counted

using a PXI LabView scalar. The counts from the pad plane of the GEM

detector are sampled for 100 ms binning.
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The GEM module is operated throughout the experiment with a premixed

Ar/CO2 gas mixture in the 70/30 volume ratio. The HV to the different GEM

planes is applied by a seven-channel HVG210 power supply made by LNF-

INFN [29]. This module allows powering and controlling the applied voltages

of a triple GEM detector. The module communicates with the peripherals via

the CAN bus. The HVG210 power supply comprises seven almost identical

channels, each of them being able to produce a specified voltage level with a

current reading and current limiting option. The currents of all channels are

recorded and used to determine the occurrence of a spark. The applied voltages

and measured currents on each channel from the bottom plane of the lowest

GEM foil up to the drift plane are named as V1 to V7 and i1 to i7, respectively.

The details of the electric fields in the drift, transfer, and induction gap for a

particular voltage configuration are summarised in Table 4.5 [30].

Table 4.5: Typical potential differences and fields on the various gaps of the triple GEM
chamber, operated with Ar/CO2 in a 70/30 mixing ratio.

Gap Name Gap Potential Electric field
width (mm) difference (V) (kV/cm)

Drift 3 400 1.33
Transfer 1 2 395 1.98
Transfer 2 2 395 1.98
Induction 2 390 1.95

4.8.0.2 Experimental setup

The experimental setup used in the test beam campaign is shown in Fig. 4.53.

Two crossed finger scintillators (Scintillator 1 and Scintillator 2, both having

dimensions 5 cm × 5 cm) are placed to monitor the incoming particle rate at

a distance of 80 cm from the beam pipe end. The coincidence of those two

scintillators (crossed area of 5 cm × 5 cm) is used as a beam counter. The SM

triple GEM detector under test is placed at a distance of 168 cm from the beam

pipe end, as shown in Fig. 4.53. An iron block of length 20 cm is employed to
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Figure 4.53: A schematic of the experimental setup.

generate a particle shower. The particle shower is identified by the coincidence

between the signals from the first two finger scintillators and no signal from

the last two scintillators (Scintillator 3 and Scintillator 4, having dimensions

10 cm × 20 cm and 20 cm × 30 cm, respectively). The distance between the

iron block and the GEM module is 64 cm as shown in Fig. 4.53. The centres of

Figure 4.54: The setup for the spark probability measurement of the SM triple GEM chamber
with the pion beam at the CERN SPS accelerator facility. Left: setup for the pion beam, Right:
setup for the shower.

the 4 scintillators (Scintillator 1, 2, 3, 4), the iron block and the GEM module

are mechanically aligned with the centre of the beam pipe. In Fig. 4.54, the

arrangement of the setup at the CERN SPS accelerator facility is shown for
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the pion beam setup (left) and for the shower setup (right) with the 20 cm iron

slab inserted in between the finger scintillators and GEM detector.

The FLUKA simulation package is used to calculate the number of particles

reaching the detector surface after the shower production by the iron slab [31,

32, 33]. From the FLUKA simulation, the numbers of pions, neutrons, muons,

protons, kaons and electrons reaching the GEM plane are found to be 2.4, 0.2,

0.009, 0.1, 0.3, and 10 respectively, per primary pion beam of energy 150 GeV/c.

The particle distribution on the GEM plane, as obtained from the FLUKA

Figure 4.55: Particle flux at the GEM plane during the shower from FLUKA simulation
induced by a 150 GeV/c pion beam on 20 cm thick iron slab. The figures are generated by
Dr. Anna Senger, FAIR, Germany.

simulation, is shown in Fig. 4.55. In this study, in order to measure spark

probability, pion beam of rates 8, 27, 43, 48, 150 and 170 kHz are used whereas

to produce a shower, pion beam of rates 6, 50 and 120 kHz are employed to

hit a 20 cm thick iron block. The pion beam hit the GEM detector on an area

of ∼ 10 mm2, whereas in this setup during the shower, for each pion beam the
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number of secondary particles hitting the whole GEM plane of area 100 cm2

is 13.009 (sum of the numbers of secondary pions, neutrons, muons, protons,

kaons, and electrons reaching GEM plane per primary pion).

The voltages and currents from all seven channels of the HVG210, counts from

the scintillators, GEM detector and the pulse height of the GEM detector signals

are measured.

4.8.0.3 Results

In this test beam, the currents in all the channels from the top and bottom

planes of three GEM foils and the drift planes are measured. The data for the

ADC spectra are stored for all voltage settings. The data for counts from the

GEM detector and the scintillators are also stored.

4.8.0.4 ADC spectra

The ADC spectra of the detected particles are studied to investigate the per-

formance of the chamber. The ADC distribution for a pion beam of a typical

average rate of 27 kHz is shown in Fig. 4.56. The energy distribution of the

minimum ionizing particle is expected to follow the Landau distribution [34], as

observed from the ADC distribution for pion (Fig. 4.56) with a GEM voltage

setting of ∆V1=390 V, ∆V2=385 V and ∆V3=380 V and corresponding gain

∼ 80000. The Most Probable Value (MPV) of the distribution is found to be

at ∼ 51 ADC channel and a small saturation peak is observed at the 700 ADC

channel.

The ADC distribution for heavily ionizing particles produced after the shower is

shown in Fig. 4.57 with GEM voltage configurations of ∆V1=390 V, ∆V2=385 V

and ∆V3=380 V and the corresponding gain is ∼ 80000. The MPV of the

distribution is found at ∼ 51 ADC channel and a large saturation peak is

observed. However, it is somehow unexpected that the MPV is the same both

for the heavily ionizing and minimum ionizing particles. The mean of the
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Figure 4.56: ADC distribution for the pion of average rate 27 kHz with ∆V1=390 V, ∆V2=385 V
and ∆V3=380 V.
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Figure 4.57: ADC distribution for shower environment with ∆V1=390 V, ∆V2=385 V and
∆V3=380 V.

distribution for the pion beam and the shower, at the same voltage settings,

are found to be at 122.9 and 297.9 ADC values respectively. The average energy
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distribution of the particles produced in the shower is higher. For the shower,

the mean value is increased only by a factor of ∼ 2.5, which is also somehow

surprising taking into account the steep increase of the Bethe-Bloch formula

towards small velocities. The large saturation peak for the shower environment

reflects the existence of heavily ionizing particles in the shower. In this work

PXI, LabView based scope card is used to store the ADC spectra. It digitises

the difference between the maximum and minimum edges of a signal and takes

that number as the amplitude of the signal. For saturated signal also, although

the maximum edge is more or less fixed but both the edges (maximum and

minimum) can fluctuate a bit. Accordingly, the digitised value also fluctuates.

This is the reason for the broadening of the saturation peak in both Fig. 4.56

and Fig. 4.57. From the scope data, it can be inferred that the detectors were

in good condition during the beam-time.
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Figure 4.58: Currents and the GEM counting rate for the Pion beam of rate 27 kHz. The GEM
count rate is plotted in the units of counts/100 ms. The different currents i1 to i7 correspond
to V1 to V7.
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4.8.0.5 Measurement of current

In this study, currents from the drift plane and both the top and bottom planes

of each of the GEM foils are recorded using the HVG210 [29] high voltage

power supply module. The counts from the GEM detector as well as from the

scintillators are sampled for 100 ms binning. The variation in the current along

with the count rate from the GEM module is shown as a function of time in

Fig. 4.58 and Fig. 4.59.
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Figure 4.59: Current and the GEM counting rate during Shower: Beam rate is 120 kHz. The
GEM count rate is plotted in the units of counts/100 ms. The different currents i1 to i7
correspond to V1 to V7.

Fig. 4.58 shows the variation of the currents and the GEM count rate during

and in between the spills of the pion beam of an average rate 27 kHz with

GEM voltage settings of ∆V1=390 V, ∆V2=385 V and ∆V3=380 V and the

corresponding gain is ∼ 80000. In Fig. 4.59, the variation in the currents and

GEM count rate is shown for the shower produced by a pion beam of an average

rate of 120 kHz hitting the 20 cm iron slab. In this case the GEM voltage

settings are ∆V1=385 V, ∆V2=380 V and ∆V3=375 V and the corresponding

gain is ∼ 60000. The spill structure of the SPS beam increases with time,

149



reaches a maximum and then drops immediately to 0, as obtained from both

the GEM detector and beam counter. The duration of the spill in the SPS

beam is ∼10 s and the off spill time is ∼ 40 s. From Fig. 4.58 and Fig. 4.59,

the maximum absolute increase in the current is observed in i2, i.e. on top of

the third GEM-foil, where the maximum number of ions reach.

4.8.0.6 Measurement of spark probability

The most important goal of this beam time is the measurement of spark prob-

ability. The spark probability is defined as the ratio of the number of sparks

that occurred in the detector and the total number of particles incident on it

[35, 36, 37]. In this study, two different methods are used to identify a spark

in the GEM module, as previously done for the DM detector [27]. The first

method identifies a spark if there is a sudden drop in the GEM counting rate.

The second one determines a spark by the sudden jump in the current obtained

from the top of each GEM foil.

During a spark, the sudden drop of the electric field in the GEM hole reduces

the gain of the detector, and as a result, the count rate of the chamber decreases.

That is why it is a beneficial method to calculate the number of sparks that

occurred in the GEM module during the spill. To identify a spark during

a spill, the ratio of the counts from the GEM module and beam counter is

used. If the ratio drops below 65% of its average value, then it is considered

as a spark. Different threshold values between 50% to 70% are tested, but

no significant change in the result is observed. Above 70%, the spark counts

increase drastically because then all the small fluctuations in the GEM count

rate are considered as a spark, and below 50% the spark count comes to be

zero. The above-mentioned definition is used for the identification of spark in

the analysis. In Fig. 4.60, the black line shows the count registered on the

GEM module during a spill and a sudden drop in the count rate indicates the

occurrence of a spark in the chamber. Fig. 4.61 shows that sometimes more

than one sparks are observed in the module during a spill.
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Figure 4.60: Identification of spark from the drop in the GEM counting rate during a spill.
In parallel, the currents on all GEM electrodes are registered and displayed. The time axis is
shown in the unit of second. i1 to i7 shown in different colours, are the currents corresponding
to V1 to V7. The GEM count rate, shown in black, is in the unit of counts/100 ms.

Measuring the currents from each layer of the GEM foil is another method of

determining a spark in the module. The current will jump whenever there is

a spark. In Fig. 4.60 and Fig. 4.61, the sudden jump in the current in the top

layers of the GEM foil is observed when there is a drop in the GEM counting

rate. The threshold for the current is set to 2 µA to define a spark, but the

identification of the spark is more accurate if the first method is used i.e. from

the drop in the GEM counting rate. This is because of the sampling rate for the

current monitoring is less than the sampling rate for the count rate data storing.

If Fig. 4.61 is considered, then the number of sparks is two if counted from the

drop in the GEM counting rate; but it is coming to be one if counted from

the jump in the current. That is why, for our analysis, the spark probability

is calculated from the drop in the counting rate of the GEM module during a

spill. However, from the current jump, it can be known in which foil actually

the spark took place.
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Figure 4.61: Example of the spill where two sparks are observed. The time axis is shown in
the unit of second. i1 to i7, shown in different colours, are the currents corresponding to V1 to
V7. The GEM count rate, shown in black, is in the unit of counts/100 ms.

The calculated spark probability as a function of the gain of the module is

shown in Fig. 4.62. The gain of the module is measured by using a 5.9 keV Fe55

X-ray source. During the beam time, the gain of the detector is found to be

within the range of ∼ 40000 to 130000 for the operational global GEM voltage

(∆V1 + ∆V2 + ∆V3) settings of 1120 V to 1185 V. In this operational global

voltage range of 1120 V to 1185 V and the corresponding gain between 40000

to 130000, taking 30 primary electrons per incident pion (minimum ionising

particle) in the 3 mm drift gap, the total number of electrons reaching readout

will be 1.2 × 106 to 3.9 × 106 respectively. This corresponds to a total charge

between 192 fC to 624 fC respectively. In this study, the spark probability of

the SM triple GEM detector in the “3-2-2-2 configuration” is found to be ∼10−7

for a 150 GeV/c pion beam of rate 150 kHz with a gas gain between 40000 and

80000.

To calculate the spark probability of the GEM module in the shower environ-

ment, pion beam of rates 6, 50 and 120 kHz have been employed to a 20 cm thick
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Figure 4.62: Spark probability of the detector as a function of the gain.

iron slab. The voltage settings of the detector were ∆V1=385 V, ∆V2=380 V

and ∆V3=375 V respectively and the gain is ∼ 60000. The total integrated

number of pions incidents on the iron slab for these three rates were 3.32 × 105,

2.40 × 106 and 1.10 × 106 respectively. No spark is detected in these settings

using both the methods i.e. drop in the GEM counting rate and jump in the

current. Though, during the shower, the number of secondary particles on the

detector surface (13.009 secondary particles reached the detector plane per pion

beam) increases as it is seen from the FLUKA simulation, still no spark has

been identified. The particle density per unit surface area of the GEM detector

is much smaller for the secondary particles produced in the shower than that

for the pion beam. In these measurements, the particles hitting per unit area

of the GEM detector for the pion beams of rate 8, 27, 43, 48, 150 and 170 kHz

are ∼ 0.8, 2.7, 4.3, 4.8, 15 and 17 kHz/mm2 respectively and that for shower

produced by pion beam of rate 6, 50 and 120 kHz are ∼ 0.008, 0.065 and

0.16 kHz/mm2 respectively. That is the probable reason for not getting any

spark in the shower setup.
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The efficiency of the chamber is also calculated for different particle rates by

taking the ratio of the three-fold (3F) signal from the two finger scintillators

and the GEM chamber and dividing it by the two-fold (2F) signal obtained

from the two finger scintillators. The variation of the efficiency of the chamber

as a function of the global GEM voltage, i.e (∆V1+∆V2+∆V3), is shown in

Fig. 4.63. For this pion and muon beams are used. It is observed that, with

Figure 4.63: Efficiency (3F/2F) as a function of the sum of the voltages across the GEM foil
for different particle rates.

increasing particle rates, the efficiency of the chamber decreases and that is

mainly due to the presence of the protection resistance of 10 MΩ. With in-

creasing particle rates, the current at the top of the GEM foil increases and

as a result, the potential drop across the protection resistance increases with

increasing particle rates. The potential drop across the protection resistance ef-

fectively reduces the ∆V across the GEM foil and thus the gain of the chamber

decreases and the efficiency of the chamber decreases.

The comparison between the spark probability measurement for the DM triple

GEM detector, as reported earlier [27], and the present measurement for the

SM triple GEM detector are the followings:
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The drift gap of the DM GEM chamber was 2 mm. In the case of the DM

triple GEM detector, the spark probability was measured mostly for the shower

induced by a pion beam with a 10 cm thick iron absorber and also for a pure

pion beam. In this operational global voltage range, the gain of the detector

was measured to vary between 20,000 and 50,000. 11 MΩ protection resistors

were employed in all seven channels. In this study, the spark probability was

found to be ∼ 10−7 for the 150 GeV/c pion beam and also for the shower. On

the other hand, the drift gap of the SM GEM detector was 3 mm. The spark

probability was measured mainly for pion beam of different rates and shower

produced by pion beams of rates of 6, 50 and 120 kHz after hitting an iron

slab of thickness 20 cm. The detector was operated at a gain between 40000

and 130000. A protection resistance of 10 MΩ has been employed only to the

top plane of each GEM foil and to the drift plane. In this case, the spark

probability is ∼ 10−7 for a 150 GeV/c pion beam of rate 150 kHz with a gain

between 40000 and 80000. No spark has been observed during the shower.

In this test beam, the SM triple GEM detector was operated at a very high

gain. Actually, in CBM-MuCh the GEM chambers will be operated at a gain

∼ 5000-8000. Extrapolating the value of the spark probability for a 150 GeV/c

pion beam of rate 150 kHz is coming ∼ 10−9 at gain ∼ 5000-8000. The value of

the spark probability, obtained from this beam test, is a little bit high for the

operation of the CBM muon chambers at a gain of ∼ 5000-8000.

4.9 Summary

A systematic study of the characteristics of triple GEM detector prototypes is

carried out. Four important aspects of triple GEM detectors such as uniformity,

stability, charging-up and spark probability are addressed.

The efficiency of the SM triple GEM chamber is measured using cosmic ray

muons. An efficiency of >90% is obtained with a ∆V of 390 V onwards across

each of the GEM foils. The time resolution of the SM triple GEM chamber is
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measured using 661 keV gamma from the 137Cs source. The best time resolution

is obtained at a ∆V of 390 V across each of the GEM foils and the value is

44.08 + 9.91 ns. The probable reason behind observing the relatively higher

timer resolution is due to the time walk effect.

The uniformity study over the active area of a DM chamber with a

∆V of 385.9 V across each GEM foil and using Ar/CO2 gas mixture in the

70/30 volume ratio shows a 10 % variation in the gain and a 20 % variation

in the count rate and energy resolution. The uniformity of a SM triple GEM

chamber is investigated with and without considering the effect of charging-up

of the GEM foil. Similar behaviour in the uniformity of the performance is

observed with and without considering the charging-up effect of the GEM foils.

The long-term stability in terms of gain and energy resolution of the DM cham-

ber is investigated with ∆V of 383.7 V, 359 V and 331 V across each GEM foil,

when operated with Ar/CO2 gas mixture in 70/30, 80/20 and 90/10 volume ra-

tio respectively. No degradation is observed in gain and energy resolution other

than a fluctuation of ∼10% after accumulating a total charge of 6.0 mC/mm2,

0.6 mC/mm2 and 1.8 mC/mm2 for Ar/CO2 gas mixtures in 70/30, 80/20 and

90/10 volume ratios respectively. In the case of the SM triple GEM chamber,

the long-term stability study with Ar/CO2 gas mixture in the 70/30 volume

ratio is carried at the ∆V of 404 V across each of the GEM foils. No signif-

icant degradation is observed in the normalised gain and normalised energy

resolution other than a variation of ∼5% after accumulating a total charge of

0.85 mC/mm2.

A detailed study of the effect of charging-up phenomena on the SM and DM

triple GEM detector prototype is performed. The findings are summarised in

Table 4.6. In Fig. 4.64, the variation in the charging-up time of the SM and DM

triple GEM chamber is plotted as a function of measured gain of the chamber

with different irradiation rates. It is observed that with increasing gain, the

charging-up time of the chamber is shifting toward lower values.
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Table 4.6: Summary of charging-up time for different radiation flux and gain of the SM and
DM triple GEM chambers.

GEM foil ∆V Electric fields Flux Saturated Charging-up
(V) (kV/cm) (kHz/mm2) gain time (h)

Drift field: 2.3 ∼ 0.08 ∼ 4900 2.376 (+ 0.020)
DM 390 Transfer fields: 3.5 ∼ 0.20 ∼ 5100 1.524 (+ 0.008)

Induction field: 3.5 ∼ 3.20 ∼ 5500 1.395 (+ 0.004)
Drift field: 2.4

402.7 Transfer fields: 3.6 ∼ 4.8 ∼ 9000 0.594 ± 0.001
Induction field: 3.6

Drift field: 2.4 ∼ 0.04 ∼ 13000 0.268 (+ 0.003)
Transfer fields: 3.6 ∼ 0.14 ∼ 11800 0.297 (+ 0.001)

409 Induction field: 3.6 ∼ 0.42 ∼ 12600 0.280 (+ 0.002)
∼ 7.78 ∼ 12200 0.228 (+ 0.001)

Drift field: 2.4 ∼ 0.04 ∼ 13800 0.285 (+ 0.005)
Transfer fields: 3.7 ∼ 0.14 ∼ 13700 0.351 (+ 0.003)

SM 410 Induction field: 3.7 ∼ 0.42 ∼ 13500 0.407 (+ 0.002)
∼ 7.78 ∼ 13400 0.335 (+ 0.002)

Drift field: 2.4 ∼ 0.14 ∼ 14500 0.190 (+ 0.002)
411 Transfer fields: 3.7 ∼ 0.42 ∼ 14700 0.436 (+ 0.002)

Induction field: 3.7 ∼ 7.78 ∼ 14000 0.186 (+ 0.001)
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Figure 4.64: Charging-up time as a function of the measured gain of the SM and DM triple
GEM chambers.
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The spark probability of a SM triple GEM chamber prototype is measured at the

CERN SPS/H4 beam-line facility. The chamber is tested with 150 GeV/c pion

beam. An iron block of thickness 20 cm is placed in the beam-line and before

the GEM chamber under testing to create a shower. The spark in the chamber

is identified by looking for the drop in the GEM counting rate as compared to

the beam counters. It is observed that, for a gain between 40,000 to 80,000,

the spark probability is ∼10−7 for the pion beam of momentum 150 GeV/c and

rate of ∼150 kHz. No spark is observed for the shower produced by the pion

beam due to the relatively smaller particle flux, as compared to the pion beam

setup.
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Chapter 5

GEM chambers at mini-CBM beam
time campaign

5.1 Overview

The mini-CBM (mCBM) campaign [1] is the precursor of the CBM experi-

ment [2, 3] at the existing SIS18 facility in GSI [4] Germany and consists of all

the detector sub-systems which are planned to be a part of the CBM experi-

ment. The mCBM campaign is a part of the FAIR [5] Phase 0 program which is

launched to investigate the performance of different detector sub-systems under

CBM like environments. The proposed aims of the mCBM campaign are the

following:

• Understanding the performance of the detector sub-systems in a high rate

nucleus-nucleus collision environment

• Implementation of free-streaming data acquisition including data transfer

and handling

• Implementation and tuning of online track and event reconstruction as well

as event selection algorithms

• Understanding of detector control systems
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Figure 5.1: Schematic of the mCBM experimental setup (top). Detectors are placed at 25◦

from the beam axis. The detector sub-systems, placed downstream of the target chamber, are
the following: mSTS - mini-Silicon Tracking Station, mMUCH - mini-Muon Chamber System,
mTRD - mini-Transition Radiation Detector, mTOF - mini-Time Of Flight, mRICH - mini-
Ring Imaging Cherenkov. The view from the mCBM cave is shown in the bottom figure.

Along with all other detectors, two real size (Module 1: Length: ∼ 80 cm,

Module 2: Length: ∼ 100.5 cm) SM triple GEM detector modules are in-

stalled and commissioned at the mCBM experiment as a part of the mini-

MUCH (mMUCH) setup [6]. The schematic of the mCBM experimental setup

is shown in Fig. 5.1 (top). The GEM modules which are placed in the mCBM

cave at GSI are shown in Fig. 5.2.
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Figure 5.2: Left: Photograph of the experimental setup showing different detector sub-systems
installed at the SIS18 facility of GSI for the mCBM campaign. Right: Real size trapezoidal
GEM module used as a mMUCH chamber.

The detector performance is studied for a 40Ar beam with beam kinetic energy

of 1.7 A GeV on a 2.5 mm thick 197Au target at an average intensity of ∼ 5 × 106

per spill. The data is analyzed using the CBMROOT analysis framework [7].

The noisy channels of the Front End Boards (FEB) are masked to observe a

clear spill structure. In Fig. 5.3, the spill structure as recorded by the GEM

chambers is shown along with that of T0 detector.

The gain and time resolution of the chambers are calculated after performing

the clustering and hit reconstruction with the data taken by the mMUCH setup

and the free-streaming CBM DAQ system. The variation of time resolution of

the GEM1 chamber is shown in Fig. 5.4. The mean time resolution is found to

be ∼ 19 ns with a variation of ∼ 5 ns over the scanned area of the chamber.

The variation of the gain of the GEM1 chamber is shown in Fig. 5.5. The gain

is found to be varied ∼ 15 % over the scanned area of the chamber. The spatial

resolution correlation among the chambers is also studied. The details of the

test setup, data analysis techniques and results are discussed in Ref. [6].
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Figure 5.3: Spill structure of GEM1, GEM2 and TO detectors. The noisy channels are masked
in the FEBs to see the clear spill structure.

Figure 5.4: Time resolution map of GEM1 chamber. The plot is taken from Ref. [6].

5.2 Summary

Two large size SM triple GEM modules have been tested in the mCBM cam-

paign [1] at the SIS-18 facility in GSI [4], as a part of the FAIR [5] Phase 0 pro-

gram. The chambers are tested with the 40Ar beam of kinetic energy 1.7 A GeV
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Figure 5.5: Gain map of GEM1 chamber. The active area of the chamber is divided into 21
smaller areas as shown in the right figure. The left figure indicates the relative gain values at
the different areas of the chamber. The plots are taken from Ref. [6].

on a 2.5 mm thick 197Au target. The uniformity in gain and time resolution

of the chambers is studied. Spatial correlation between the GEM chambers is

also investigated [6]. No significant deterioration is observed in their expected

performance under the realistic experimental scenario in the nucleus-nucleus

collision system.

The triple GEM detector, as described here, is found to be stable under high

radiation. This makes it a suitable candidate as a tracking device in the CBM-

MuCh setup as well as for any high-rate experiment.
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Chapter 6

Summary & outlook

Heavy-Ion (HI) experiments are aimed to explore the properties of a new state

of matter, expected to be created after the collision of nuclei at relativistic

speeds, known as the Quark Gluon Plasma (QGP). The Compressed Bary-

onic Matter (CBM) experiment at the future Facility for Antiproton and Ion

Research (FAIR), Germany will explore the QCD phase diagram at low tem-

perature and moderate to high baryon density regime. The foreseen energy

domain of FAIR (SIS100) will provide the unique possibility to investigate nu-

clear matter at extremely high densities very similar to the core of the neutron

stars. The foreseen high interaction rates at CBM will also provide a unique

facility to study the rare probes with better precession. The expected peak

interaction rate is ∼ 10 MHz. Such unprecedented interaction rates will require

detectors which can handle high particle fluxes. The Muon Chamber (MuCh)

sub-system at CBM will dedicatedly be used for the tracking and identification

of muon pairs coming from the decay of Low Mass Vector Mesons (LMVM) and

J/ψ’s. In order to handle the expected large particle fluxes (∼ 0.5 MHz/cm2),

Gas Electron Multiplier (GEM) detectors will be used in the first two stations

of MuCh. Moreover, Resistive plate Chambers (RPC) is one of the options for

the last two stations due to the relatively lower particle fluxes (∼ 30 kHz/cm2).

The motivation of this thesis work was to study of the feasibility of di-muon

detection at CBM SIS100 energies using Monte Carlo (MC) based simulations
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and to understand the performance of triple GEM chamber prototypes under

high irradiation environment.

The thesis was structured in the following way.

The first chapter (Chapter 1) gave a brief introduction to the High Energy

Physics (HEP) experiments, their goals and the challenges. After the brief

discussion about the HEP experiments, the uniqueness and opportunities of

the CBM experiment were discussed. The physics goals and the potential ob-

servables of the CBM experiment were discussed afterwards. A brief summary

of the different ongoing or planned fixed target Heavy-Ion (HI) experimental

facilities was given at the end of Chapter 1.

In Chapter 2, the feasibility study of di-muon detection at CBM SIS100 energies

was discussed. This chapter included the following investigation:

Optimisation of the MuCh geometry configuration:

The MuCh detector sub-system consists of several hadron absorbers and the

triplet of tracking detectors, as placed in between the absorbers. The first

absorber was of 58 cm thickness and was made of Concrete and Graphite. The

rest of the absorbers were made of iron with thicknesses of 20 cm, 20 cm, 30 cm

and 100 cm. The 100 cm thick iron absorber would only be used for the J/ψ

measurement setup of MuCh.

The optimisation study of the MuCh absorber configuration was carried out by

studying the ω (→ µ+µ−) reconstruction at
√
sNN = 4.1 GeV central Au+Au

collision with different absorber thickness configurations. These studies revealed

that the reduction of the thickness of the iron absorbers, of the order of a

few centimetres, would degrade the performance of di-muon measurements at

SIS100 energies. It could be anticipated that a surface tolerance of the order of

a few millimetres might preserve the feasibility of di-muon detection.

After studying the effect of absorber thicknesses on the reconstruction per-

formance of ω (→ µ+µ−), the effect of the MuCh 5th absorber on the

J/ψ ( → µ+ µ−) reconstruction was investigated for a central Au+Au collision
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system at
√
sNN = 4.54 GeV. The realistic design of the MuCh 5th absorber

was implemented as suggested by the MuCh mechanical team. To mimic the

situation of non-uniform iron plates, several vertical gaps were implemented

between the consecutive iron plates used in the MuCh 5th absorber. From this

study, it was concluded that the reconstruction performance of J/ψ (→ µ+µ−)

would rather be insensitive to the foreseen vertical gaps of realistic size, between

the absorber plates.

After optimizing the MuCh absorber configuration, the reconstruction perfor-

mance was investigated with the realistic design of the MuCh detector sub-

system for different collision energies foreseen at CBM SIS100.

Reconstruction of freeze-out cocktail:

The reconstruction of the freeze-out cocktail in the di-muon channel was per-

formed for the Au+Au collision system at
√
sNN = 2.9, 4.1 and 4.9 GeV. The

di-muon combinatorial background was calculated using Super Event (SE) tech-

nique. The signal to background (S/B) ratio was investigated for the mentioned

energies. It was observed that the S/B values were less than 1 and therefore the

estimation of the di-muon combinatorial background was very crucial. Four dif-

ferent techniques of background estimation namely the super event technique,

mixed event technique, event by event analysis and like-sign method were also

investigated and discussed in Chapter 2.

The reconstruction of J/ψ (→ µ+µ−) was carried out for central Au+Au

and Ni+Ni collision systems at
√
sNN = 4.54 and 5.47 GeV. The

efficiency×acceptance correction was performed in order to compare the re-

constructed spectra with the input spectra. This study concluded that the

reconstruction of J/ψ (→ µ+µ−) was feasible with the model predicted multi-

plicities and the MuCh detector sub-system.

After discussing the feasibility of di-muon detection using the MuCh detector

sub-system at CBM SIS100 energies, the focus was shifted towards the R&D
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of the triple GEM chambers where the primary goal was to understand the

behaviour of the chamber under high irradiation.

The historical development of advanced gaseous detectors was discussed in

Chapter 3 with the introduction to the GEM detector and its applications.

Chapter 4 presented the results of detailed R&D on triple GEM prototypes

with Ar/CO2 gas mixtures and an Fe55 X-ray source of 5.9 keV energy. This

chapter included the following investigations:

Basic characterisation of triple GEM chambers:

This section presented the steps for calculating the gain and energy resolution of

the GEM prototypes. The variation of gain and energy resolution was studied

for different voltages applied across the GEM foil. The efficiency and time

resolution measurement of the chamber was also discussed in this section.

Effect of environmental parameters on the gain and energy resolution:

The performance of any gaseous detector depends on the variation of the am-

bient environmental parameters. In this section, the correlation of gain and

energy resolution of the GEM chamber was discussed with the ambient tem-

perature, pressure and humidity variation. The procedure to nullify the effects

of environmental parameter variation on the performance of the chamber was

also discussed in this section.

Uniformity in performance in terms of gain, energy resolution and

count rate:

Uniformity in performance is an essential criterion for any tracking device.

Since GEM is proposed as the tracking device in the CBM-MuCh detector sub-

system, it is very important to investigate the uniformity in performance in

terms of gain, energy resolution and count rate of the GEM prototypes. For

the Double Mask (DM) triple GEM chamber, over the scanned area, a 10%

fluctuation in gain and a 20% fluctuation in energy resolution and count rate

were observed. For the Single Mask (SM) triple GEM chamber, the variation in
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gain and count rate was found to be 10% and the variation in energy resolution

was 15%. The observed variation in the performance of the chamber could be

attributed to the intrinsic inhomogeneity of the GEM geometry and the gap

between the respective GEM foils.

The Real size GEM chambers, tested at the mini-CBM (mCBM) beam time

campaign also showed a variation of ∼ 15 % in the measured gain value over

the active area of the chamber. The details were discussed in Chapter 5.

Charging-up effect:

The presence of the dielectric (Kapton) medium inside the active area of the

chamber changes its behaviour when exposed to external irradiation. The di-

electric media gets charged up due to the accumulation of the charges on the

surface of the dielectric and as a result, the gain of the chamber increases

initially and then reaches a constant value asymptotically. The dependence of

the charging-up effect with irradiation rates and with the gain of the chamber

has been investigated. It was observed that with increasing charge density,

the charging-up time shifts toward smaller values. The typical charging-up

time was found to be 0.2-0.4 hours at a typical gas gain of ∼ 104. The effect

of dielectric polarisation on the gain of the chamber was also investigated for

different irradiation rates and at the different gains of the chambers.

Long-term stability study:

The long-term stability of the GEM prototypes was carried out using the Fe55

X-ray source of 5.9 keV energy. The novelty of this work was that the same

source was used to irradiate the chamber and also to measure the X-ray spectra.

The DM triple GEM chamber showed only a fluctuation of ∼ 20% in normalised

gain and normalised energy resolution after an accumulation of ∼ 6 mC/mm2

charge. For the SM triple GEM chamber, a fluctuation of ∼ 5 % was observed

after an accumulation of ∼ 0.8 mC/mm2 of charge.

The probable reason behind the observation of larger variation in the normalised

gain for the higher accumulated charge per unit area was due to the effect of the

172



environment parameters which cannot be entirely excluded by performing the

T/p normalisation. The detector was irradiated continuously with 5.9 keV X-

ray from the Fe55 source for long durations with Ar/CO2 gas mixtures. Over

this long period, some sudden changes in the environmental parameter affect the

normalisation of the data. To nullify such effects, a better idea would be to use

two chambers in the same gas line and use one chamber as the reference chamber

and the other be the irradiating chamber. In this way, the normalisation can be

performed with respect to the reference chamber and any other environmental

effects can be eliminated from the data obtained from the chamber.

The typical accumulated charge per unit area for MIP in 10 CBM years is

∼ 0.76 mC/mm2. Thus with the investigated limit of accumulated charge using

the Fe55 X-ray source at the laboratory, it can be concluded that the detector

can be used safely for around 10 CBM years.

Measurement of spark probability at CERN SPS beam line facility:

The spark probability of a SM triple GEM chamber was measured at the CERN

SPS/H4 beam line facility with a pion beam of momentum 150 GeV/c and

also in the shower environment with the inclusion of iron block in front of the

detector. The spark in the chamber was identified by looking for the drop in

the GEM counting rate as compared to the beam counters. It was observed

that for a gain between 40,000 to 80,000, the spark probability was ∼ 10−7 for

the pion beam of momentum 150 GeV/c and at a rate of ∼ 150 kHz. In this

test beam experiment, no spark was observed for the shower produced by the

pion beam due to the relatively smaller particle flux as compared to the pion

beam setup.

The performance of the real-size GEM chambers at the mCBM beam time

campaign was discussed in Chapter 5. The mCBM at the existing SIS18 beam

line facility is the precursor of the main CBM experiment. Real-size GEM

chambers were tested in the nucleus+nucleus collision environment and satis-

factory performance was observed under the realistic experimental scenario in

the nucleus-nucleus collision system.
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The results obtained from the works presented in this thesis can conclude that

the GEM detector can be used as the tracking device in the first two stations of

CBM-MuCh and also the measurement of muon pairs coming from the decay

of LMVM and J/ψ is found to be feasible at SIS100 energies with the MuCh

detector sub-system.

As a continuation of the presented work, the following studies might be taken

as a future work plan by the interested groups;

• The charging-up effect of GEM foils is mainly attributed to the accumu-

lation of charges on the Kapton surface which dynamically changes the

electric field strength inside the GEM holes and as a result the gain of the

chamber changes. In this thesis, the charging-up effect is investigated for

triple GEM chambers with different irradiation rates and at the different

gains of the chambers. However, it is very difficult to decouple the effect

of charging up for the individual GEM foils. Therefore, it would be re-

ally interesting to study the effect of charging up on the individual foils

and compare it with the observed effect in the triple GEM prototypes.

Also, it would be quite interesting to implement the observed phenomena

of the charging-up effect in the GEM foil in the simulation and compare

the simulated results with the measured data.

• The simulation performed for the course of this thesis was done on the

event-by-event method. However, in the real experiment due to the fore-

seen high interaction rates, the data will be taken in the free streaming

mode. Therefore in the final data, no event information would be avail-

able. Several investigations are ongoing to do the reconstruction of muon

pairs in a time-based mode. A similar attempt was also made as a par-

allel work of this thesis and the outcomes were reported in V. Singhal,

S. Chatterjee et al., 2021 JINST 16 P08043. The detailed investigation

of the time-based reconstruction and its comparison with the well-known

event by event reconstruction would be really interesting. It would also
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be important to investigate in the context of CBM and also for upcoming

future experiments where free streaming data acquisition will be used.
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With the advancement of the accelerator systems and the requirements of high luminosity particle beams to
reach different physics goals, detectors with good position resolution and high rate handling capability have
become essential for designing any High Energy Physics (HEP) experiments. The Gas Electron Multiplier (GEM)
detectors are widely used in many HEP experiments as a tracking device because of their good spatial resolution
and rate handling capability.

The presence of the dielectric medium inside the active volume of the GEM detector changes its behaviour
when exposed to external radiation. This mechanism is commonly referred as the charging-up effect. In this
article, the effect of the charging-up phenomenon and the initial polarisation effect of the dielectric on the
gain of the chamber are reported for a single mask triple GEM chamber with Ar/CO2 gas mixture.

1. Introduction

Gas Electron Multiplier (GEM) detector, introduced by Fabio Sauli
in 1997 [1], is used in many HEP experiments [2] for its high rate
handling capability (∼1MHz/mm2) [1] and good position resolution
(∼ 70 μm) [3]. The micro pattern structure of the foil is utilised to
achieve good position resolution, to reduce the ion backflow in case it is
used in a drift chamber and also to handle high rates [4–8]. A standard
GEM foil consists of a 50 μm Kapton foil with 5 μm copper cladding on
both sides. A large number of holes are etched into the Copper cladded
Kapton foil using the photolithographic technique [9]. Depending on
the etching technique, the GEM foils are classified as a double mask
or single mask type. The single mask technique is developed mainly
due to the requirement of the large area GEM chambers where the
alignment of the two masks (on the top and bottom side of the copper
cladded Kapton foil) is not possible. However, the holes obtained with
the single mask technique is asymmetrically bi-conical in shape as
compared to the holes obtained with the double mask technique [10].
Different studies are performed to understand the effect of the variation
of hole geometry on the final performance of the chamber [11–13].
The dielectric medium (Kapton) present in the active volume of the
detector, changes the behaviour of the chamber when exposed to ex-
ternal radiation. As a result, the gain of the chamber increases initially
and then reaches a constant value asymptotically. This increase in gain
is due to the charging-up of the dielectric medium. Many different
groups have reported on the studies to understand the effect of this
charging-up phenomenon in GEM detectors [14–16]. The charging-up
effect for a double mask triple GEM prototype (10 cm × 10 cm) is
reported in Ref. [17]. In the present work, the effect of charging-up

∗ Corresponding author.
E-mail address: sayakchatterjee@jcbose.ac.in (S. Chatterjee).

on a single mask triple GEM chamber of dimension 10 cm × 10 cm,
operated with Ar/CO2 gas mixture in 70/30 volume ratio is investigated
with Fe55 X-ray source and reported in this article. The effect of initial
polarisation of the dielectric is also investigated for different gain of
the chamber with different irradiation rates. The details of the GEM
prototype and experimental setup are discussed in Section 2 and the
results are reported in Section 3.

2. Detector description and experimental setup

The single mask triple GEM detector prototype consisting of
10 cm × 10 cm standard stretched foils, obtained from CERN is
assembled in the clean room of the RD51 laboratory [18]. The drift
gap, transfer gap 1, transfer gap 2 and the induction gap of the chamber
is kept at 3, 2, 2, 2 mm respectively [19]. A voltage divider resistive
chain is used to power the chamber as shown in Fig. 1. A low pass filter
is placed between the HV module and resistor chain as shown in Fig. 1
to bypass the ac components present in the HV line. The chamber has
an XY printed board (256 X-tracks, 256 Y-tracks) on the base plate and
that works as the readout plane. Each of 256 X-tracks and 256 Y-tracks
is connected to two 128 pin connectors. However, for the purpose of
this work individual track readout is not used. Instead of that, a sum-up
board (provided by CERN) is used for each 128 pin connector. A total of
4 sum-up boards are used in this prototype. The signal from one of the
sum-up boards is put to a charge sensitive preamplifier (VV50-2) having
gain 2 mV/fC and shaping time 300 ns [20]. The output signal from the
preamplifier is fed to a linear Fan-in-Fan-out (linear FIFO) module. One
analog signal from the linear FIFO is put to a Single Channel Analyser

https://doi.org/10.1016/j.nima.2021.165749
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Fig. 1. Schematic of the HV distribution through the resistive chain to different planes
of the single mask triple GEM detector. A low pass HV filter is used between the HV
line and resistive chain.

Fig. 2. Schematic of the electronic circuit used for data acquisition.

(SCA) to measure the rate of the incident particle. The SCA is operated
in integral mode and the lower level in the SCA is used as the threshold
to the signal. The threshold is set at 0.9 V to reject the noise. The
discriminated signal from the SCA, which is TTL in nature, is put to a
TTL-NIM adapter and the output NIM signal is counted using a scaler.
Another output of the linear FIFO is fed to a Multi-Channel Analyser
(MCA) to obtain the energy spectra. The schematic of the electronic
circuit is shown in Fig. 2. For the entire study, the chamber is operated
with pre-mixed Ar/CO2 gas in a 70/30 volume ratio. A constant gas
flow rate of ∼3.5 l/hr is maintained using a Vögtlin gas flow meter.
Collimators are used to irradiate the chamber with different X-ray
flux coming from the Fe55 source. The ambient temperature, pressure
and relative humidity are monitored continuously using a data logger,
built-in house [21].

3. Results

The effect of charging-up of the dielectric inside the active volume
of the chamber on its performance is studied. The Fe55 energy spectra
obtained from the MCA is analysed and the gain is calculated in the
same way as mentioned in Ref. [17]. In Fig. 3, the typical Fe55 spectrum
is shown for the single mask triple GEM chamber at - 5100 V which
corresponds to �V of 410 V across each of the GEM foils. To measure
the initial polarisation effect of the dielectric, the recording of the
spectra is started as soon as the HV reached its specific set value and
the source is placed at a particular position of the chamber. The same
Fe55 source is used to irradiate the chamber as well as to record the
X-ray spectra. To see the effect of HV and irradiation rates on the
initial polarisation of the dielectric, X-ray spectra with different HV and
collimator settings are recorded for 20 seconds without any interval
between two consecutive measurements. The details of the HV settings
used for the study of initial polarisation effect, their corresponding �V

across each GEM foils, average gain and the electric field strengths in
the drift, transfer and induction gaps are listed in Table 1.

Due to the initial polarisation effect, the decrease in gain for the first
few minutes as reported in Ref. [17], is also observed in this study. In
Fig. 4, the variation of the gain as a function of time is shown for a
particle flux of ∼ 0.14 kHz/mm2 at a HV of - 5100 V. The variation
in ambient temperature (T) to pressure (p) ratio for the first 20 min

Fig. 3. Typical Fe55 spectra at - 5100 V. The �V across each of the GEM foil is 410 V.
The corresponding drift field, transfer fields and induction field are ∼ 2.4 kV/cm,
∼ 3.7 kV/cm and ∼ 3.7 kV/cm respectively.

Fig. 4. Variation of the gain as a function of time at a HV of - 5100 V. The initial
decrease in gain due to the polarisation effect is fitted with a 2nd degree polynomial.

Table 1
Potential difference across each GEM foil, average gain and fields on the various gaps
of the triple GEM chamber for different HV settings. The gain values are measured
with an irradiation rate of ∼ 0.14 kHz/mm2.

HV �V Gain Drift field Transfer field Induction field
(V) (V) (kV/cm) (kV/cm) (kV/cm)

- 5085 409 ∼ 12950 ∼ 2.4 ∼ 3.6 ∼ 3.6
- 5100 410 ∼ 13600 ∼ 2.4 ∼ 3.7 ∼ 3.7
- 5115 411 ∼ 14300 ∼ 2.4 ∼ 3.7 ∼ 3.7

is below 1% for all the measurements. Though the variation of gain in
any gaseous detector with temperature and pressure is a well known
phenomenon [22] but since the variation in temperature to pressure
ratio is small, no T/p normalisation is performed for this initial period.
To identify the time up to which the gain decreases initially, the gain is
fitted with a 2nd degree polynomial using the chi-square minimisation
technique, as available in ROOT [23]. From the fitting parameters, the
ratio p1/2p2 gives the minimum. The fitted curve with the respective
chi-square value is shown in Fig. 4. The same technique is repeated for
different gain and rate configurations to find out the time up to which
the gain reduces due to the initial polarisation of the dielectric and then
again starts to increase due to the charging-up effect.

In Table 2, the time (hour) up to which the initial gain decreases due
to the initial polarisation effect is listed for different �V and irradiation
rates.

In Fig. 5, the variation in the time of the initial decrease of gain
for different irradiation rates is shown. The data points are fitted with
a linear function. It is observed that the time up to which the gain
decreases initially due to the polarisation effect is anti-correlated with
the voltage across the GEM foils. An effect of the irradiation rates

2
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Fig. 5. Variation of the initial gain decrease time as a function of voltage across the GEM foils (�V ) for different irradiation rates.

Table 2
Variation of time in hour up to which the initial gain decreases with different �V and
irradiation rates.

�V
time (h)

rate ∼ 0.04 rate ∼ 0.14 rate ∼ 0.42 rate ∼ 7.78
(V) (kHz/mm2) (kHz/mm2) (kHz/mm2) (kHz/mm2)

409 0.133 0.110 0.115 0.126
(+ 0.018) (+ 0.013) (+ 0.005) (+ 0.004)

410 0.115 0.098 0.103 0.097
(+ 0.018) (+ 0.006) (+ 0.003) (+ 0.004)

411 0.128 0.091 0.075 0.076
(+ 0.019) (+ 0.010) (+ 0.004) (+ 0.003)

on the polarisation effect is also observed. As shown in Fig. 6, the
rate of decrease of time with �V increases with the increasing rate of
irradiation.

To observe the effect of charging-up phenomenon, the HV is
switched on for around ∼ 60 min before starting the measurement to
ensure that the polarisation of the dielectric in the GEM foil is over.
After that, the measurement is started as soon as the Fe55 X-ray source
is placed on the chamber. The spectra for 60 s are stored at an interval
of 120 s and analysed to obtain the gain of the chamber. Ambient
temperature, pressure and humidity are also monitored continuously.
To nullify the effect of temperature and pressure on the gain of the
chamber, the gain is normalised with T/p and then fitted with the
exponential function as discussed in Ref. [17],

G = p0(1 − p1e
−t∕p2 ) (1)

where G is the normalised gain, p0 and p1 are the constants, t is the
measured time in hour and p2 is the time constant of the charging-
up effect. In Fig. 7, the variation of normalised gain as a function of
time (hour) at a HV of - 5085 V is shown for different irradiation rates
as listed in Table 3. In the case of Fig. 7(c), the small jumps in the
normalised gain around 0.9 h and 2.2 h are due to some sudden change
in the ambient T/p value as recorded by the data logger. The details of
the charging-up time, irradiation rates and saturated gain are listed in
Table 3.

The charging-up time for different X-ray flux is shown in Fig. 8.
The charging up time varies between 0.2 - 0.4 h depending on the
rate of irradiation as shown in Fig. 8. In Fig. 9, the variation of gain

Fig. 6. Variation of the slope (p1) as a function of irradiation rates.

Table 3
Saturated gain and charging-up time for different irradiation rates.

�V rate Saturated Charging-up
(V) (kHz/mm2) gain time (h)

409

∼ 0.04 ∼ 13000 0.268 (+0.003)
∼ 0.14 ∼ 11800 0.297 (+0.001)
∼ 0.42 ∼ 12600 0.280 (+0.002)
∼ 7.78 ∼ 12200 0.228 (+0.001)

410

∼ 0.04 ∼ 13800 0.285 (+0.005)
∼ 0.14 ∼ 13700 0.351 (+0.003)
∼ 0.42 ∼ 13500 0.407 (+0.002)
∼ 7.78 ∼ 13400 0.335 (+0.002)

411
∼ 0.14 ∼ 14500 0.190 (+0.002)
∼ 0.42 ∼ 14700 0.436 (+0.002)
∼ 7.78 ∼ 14000 0.186 (+0.001)

as a function of time (hour) is shown to illustrate both the effects of

polarisation and charging-up of the dielectric medium on the gain of

the chamber. It is visible in Fig. 9 that initially, the gain decreases

due to the initial polarisation effect of the dielectric for around 0.1 h.

After that due to the charging-up effect, the gain starts to increase and

saturates after around 1.0 h.
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Fig. 7. Variation of normalised gain as function of time (hour) for different irradiation
rates. All the measurements are carried out at a HV of - 5085 V (�V = 409V ).

4. Summary and outlook

The effect of charging-up phenomena and initial polarisation of
the dielectric inside the active volume of the 10 cm × 10 cm single

Fig. 8. Charging-up time as a function of rate for different voltage settings.

Fig. 9. Variation of normalised gain as a function of time (in hour) at a HV of -5085 V
and particle flux ∼ 7.78 kHz/mm2. The measurement is started as soon as the HV
reached to its specific value and the source placed on the chamber.

mask triple GEM prototype is investigated with Fe55 X-ray source at
different gains and irradiation rates. The chamber is operated with
Ar/CO2 gas mixture in the 70/30 volume ratio. The effect of initial
polarisation of the dielectric is investigated for four different irradiation
rates and with three different voltage settings. To quantify the effect
of rate and �V across the GEM foils on the polarisation effect, the
initial decrease of the gain of the chamber is fitted with a 2nd degree
polynomial and then from the fitting parameters, the time up to which
the gain is decreasing initially is found out. It is observed that this
time decreases with increasing �V across the GEM foils. A correlation is
also observed between the irradiation rates and the effect of the initial
polarisation of the dielectric. At a given �V, with increasing particle
flux, the time required to reach the minimum gain value reduces. After
the initial polarisation effect, the gain of the chamber increases due
to the modification of the electric field lines inside the GEM holes, i.e
the charging-up effect. In order to quantify the effect of the rate on
the charging-up effect, the T/p normalised gain is fitted with Eq. (1)
and p2 gives the charging-up time taking analogy from the charging-up
mechanism in RC networks [24]. The charging-up time is found to be
between 0.2–0.4 h.
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Abstract: The advancement of Micro Pattern Gaseous Detector technology offers us different

kinds of detectors with good spatial resolution and high rate capability and the Gas Electron

Multiplier (GEM) detector is one of them. Typically GEM is made up of a thin polyimide foil

having a thickness of 50 micrometers with 5 micrometers copper cladding on top and bottom sides.

The presence of polyimide changes the gain of the detector under the influence of external radiation

and the phenomenon is referred to as the charging up effect. The charging up effect is investigated

with a double mask triple GEM detector prototype with Ar/CO2 gas mixture in 70/30 ratio under

continuous irradiation from a strong Fe55 X-ray source. The detailed method of measurements and

the test results are presented in this article.
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1 Introduction

Gas Electron Multiplier (GEM) is one of the most advanced detectors of the Micro Pattern Gas De-

tector (MPGD) group [1, 2]. GEM is widely used in many High Energy Physics (HEP) experiments

as a tracking device because of its good position resolution due to its micro pattern structure [3–6].

The high rate handling capability of the GEM detector makes it a suitable candidate for the experi-

ments where large particle flux is expected [7]. GEM is made up of a thin Kapton foil of thickness

50 µm with 5 µm copper cladding on sides of the foil. A large number of holes are etched on the

Kapton using the photolithographic technique [8].

Figure 1. Schematic representation of the Charging up effect inside a GEM hole. EPolarised indicates the

electric field generated due to the dielectric polarisation. EExternal indicates the electric field generated due

to the external high voltage and EInternal indicates the electric field generated due to the accumulation of the

charges on the Kapton wall.

The holes in a standard GEM foil have an outer and inner diameter of 70 µm and 50 µm

respectively. The distance between the centers of two neighboring holes, that is the pitch, is

140 µm. To create an electric field inside the holes, an external high voltage (HV) is applied

between the copper layers. The holes in the GEM foil act as the multiplication region for the

incoming electrons. As shown in figure 1 usually voltage is applied in such a way that the top of the

GEM foil is at negative potential compared to the bottom plane and the electrons move downwards.

The electrode placed above the top layer of GEM foil is called the drift electrode or drift plane and

the gap between the drift plane and top of the GEM foil is called the drift region. An incoming

– 1 –
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charged particle produces primary electrons mainly in the drift region. These primary electrons

are focussed towards the GEM holes by the electric field. The high electric field inside the holes

enforces the electrons to multiply by an avalanche. Several GEM layers can be used in cascade

mode to attain high gain without increasing the biasing voltage and consequently the discharge

probability of the chamber [9–11].

The presence of the Kapton foil inside the active part of the detector changes its behavior when

exposed to external radiation. Due to the high electric field (∼ kV/cm) inside the GEM holes, the

incoming electrons get sufficient kinetic energy to start an avalanche of further ionization. Due to

the dielectric properties of the polyimide (Kapton), they get polarised by the external electric field.

During this multiplication process, the electrons and ions may diffuse to the polyimide surface and

due to the polarisation of the polyimide by the external HV, the ions or electrons can be captured on

the wall of the Kapton foil. This phenomenon is illustrated in figure 1. Due to the high resistivity of

the Kapton, the charges remain there for a rather long time. As a result of sufficient accumulation

of charge on the wall, the electric field configuration inside the hole changes dynamically and this

phenomenon is known as the charging up effect. The accumulated charges on the surface of the

Kapton foil increase the field inside the holes and as a result, the gain of the chamber increases with

time. Many studies have reported that the charging up effect is responsible for a time-dependent

change in gain, which asymptotically reaches a constant value [12–15]. In this article, a systematic

investigation of the charging up process with different irradiation rates in a triple GEM detector

prototype built using double mask foils operated with Ar/CO2 gas mixture in the 70/30 volume ratio

is reported. A strong Fe55 source is used to irradiate as well as to record the 5.9 keV X-ray spectra

from the chamber. The details of the detector setup are described in section 2 and the results are

discussed in section 3.

2 Detector description and experimental setup

In this study, a triple GEM detector prototype, consisting of 10 cm × 10 cm double mask GEM

foils, obtained from CERN is used. The drift, transfer, and induction gaps of the chamber are kept

at 3 mm, 2 mm, and 2 mm respectively (3-2-2-2 configuration).

The HV to the drift plane and individual GEM planes are applied through a voltage dividing

resistor chain. 10 MΩ protection resistors are applied to the drift plane and top of each GEM foil. A

schematic of the resistor chain and different gaps of the chamber is shown in figure, 2. The readout

of the chamber is made up of nine pads of dimension 9 mm × 9 mm each. The signals in this study

are taken from all the pads added by a sum up board and a single input is fed to a charge sensitive

preamplifier (VV50-2) [16]. The gain of the preamplifier is 2 mV/fC with a shaping time of 300 ns.

A NIM based data acquisition system is used to process the signals from the preamplifier. The

output signal from the preamplifier is fed to a linear Fan-in-Fan-out (linear FIFO) module. One

analog signal from the linear FIFO is put to a Single Channel Analyser (SCA) to measure the rate of

the incident particle. The SCA is operated in integral mode and the lower level in the SCA is used as

the threshold to the signal. The threshold is set at 0.1 V to reject the noise. The discriminated signal

from the SCA, which is TTL in nature, is put to a TTL-NIM adapter and the output NIM signal

is counted using a NIM scaler. The count rate of the detector in Hz is then calculated. Another

output of the linear FIFO is fed to a Multi-Channel Analyser (MCA) to obtain the energy spectra.

A schematic representation of the electronics set-up is shown in figure 3.

– 2 –
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Figure 2. Schematic of the HV distribution of the triple GEM chamber. The drift gap, transfer gap and

induction gaps are kept at 3 mm, 2 mm, and 2 mm respectively.

Pre-mixed Ar/CO2 gas in a 70/30 volume ratio is used for the whole study. A constant gas

flow rate of 3.5 l/hr is maintained using a Vögtlin gas flow meter. Perspex, aluminium and G-10

collimators having different hole diameters are used to irradiate the chamber with different X-ray

flux coming from the Fe55 source. The ambient temperature, pressure, and relative humidity are

monitored continuously using a data logger, built-in house [17].

  -HV                  GEM

Pre-amplifier
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MCA Computer

 Linear

Figure 3. Schematic representation of the electronics setup.

3 Results

The 5.9 keV peak of the Fe55 energy spectrum obtained from the MCA is fitted with a Gaussian

distribution to obtain the gain of the chamber. A typical Fe55 energy spectrum at −4.2 kV is shown

in figure 4. The applied HV of −4.2 kV corresponds to ∆V of ∼ 390 V across each GEM foil and the

drift field, transfer field, and induction field of 2.3 kV/cm, 3.5 kV/cm, and 3.5 kV/cm respectively.

The amount of the input charge is calculated by assuming the full energy deposition of the

5.9 keV X-ray in the 3 mm drift gap of the chamber. The number of primary electrons for Ar/CO2
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Figure 4. Typical Fe55 spectra obtained at a HV of −4.2 kV and irradiated with 10 kHz X-ray on 50 mm2

area. The Main peak is fitted with a Gaussian distribution (red line) to calculate the gain of the chamber.

in the 70/30 ratio is 212. The ratio of the output charge to the input charge gives the gain of

the chamber. The details of the gain calculation and long-term behavior of the chamber were

reported earlier [18, 20]. The variation of the gain as a function of time for three different rates

of the incoming X-rays, 1 kHz, 10 kHz, and 90 kHz respectively along with the ratio of ambient

temperature (T) to pressure (p) are shown in the top (a), middle (b) and bottom (c) plot of figure 5.

Using collimators, X-rays of rates 1 kHz, 10 kHz, and 90 kHz are made to fall on 13 mm2, 50 mm2

and 28 mm2 area of the chamber, which implies particle flux of 0.08 kHz/mm2, 0.2 kHz/mm2 and

3.2 kHz/mm2 respectively. All the measurements are carried out at an HV of −4.2 kV.

Since it is well known that the gain of any gaseous detector depends on temperature and

pressure [21], that is why the variation in T/p is plotted along with the gain as a function of time.

The HV is kept OFF for 180 minutes, 60 minutes, and 8 minutes before the measurement is started

with 1 kHz, 10 kHz, and 90 kHz X-ray rates respectively. In all three cases, the data taking starts

immediately after the HV is switched ON and the source is placed on the active area of the detector.

The energy spectra are stored at an interval of 10 minutes for 1 kHz and 10 kHz rates and 3 minutes

for 90 kHz X-ray rates respectively. The same Fe55 source is used to irradiate the chamber as well as

to obtain the spectra. From figure 5, it is evident that the gain decreases for the first few minutes and

then increases for a few hours of operation and reaches a saturation asymptotically. The decrease

in the initial gain may be due to the loss of the primary electrons(/ions) which are stuck on the

polarised dielectric (Kapton) surface. Since the polarisation of the dielectric medium itself takes

some finite time that is why whenever the HV and irradiation started simultaneously, an initial

decrease in gain is observed. Afterward, the gain increases sharply for the first few hours due to the

lensing effect created by the accumulated charges on the wall of the Kapton foil because this effect

increases the electric field strength inside the GEM hole. The absolute gain values after saturation

are not the same for all the cases due to the different source positions. The variation in gain over

the active area of the particular chamber is reported earlier [19] and it was found that there was a

variation of ∼10% (RMS). For all the measurements, the gain shows a saturation followed by an

initial increase. The gain is normalised further to eliminate the T/p dependence on the gain. For

the T/p normalisation, data obtained after ∼360 minutes of operation (i.e. the saturated gain value)
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Figure 5. Variation of gain and T/p as a function of time. The top (a), middle (b) and bottom (c) plots are for

1 kHz, 10 kHz and 90 kHz X-rays irradiation rates falling on 13 mm2 (0.08 kHz/mm2), 50 mm2 (0.2 kHz/mm2)

and 28 mm2 (3.2 kHz/mm2) area of the GEM chamber respectively. All the measurement are carried out at

a HV of −4.2 kV and three different positions on the active area of the chamber.

is used where only the T/p effect is dominant on the gain variation. The method of normalisation is

discussed in ref. [18]. The normalised gain is fitted with an exponential function of the form [22]

G = p0

(

1 − p1e(−t/p2)
)

(3.1)

where G is the normalised gain, p0 & p1 are the constants, t is the measurement time in hours, and

p2 is the time constant of the charging-up effect, taking analogy from the charging up mechanism

of any RC network [23].

The fitted normalised gain is shown in figure 6 for the 1 kHz (top), 10 kHz (middle) and

90 kHz (bottom) X-ray irradiation rates. For the fitting, the first ∼20 minutes are excluded because

that includes both the effect of dielectric polarisation and charging up. After that, the charging up

effect is dominant and is fitted with equation (3.1) to get an idea about the time constant of the

charging up effect. In figure 5(b), a small change is visible in the trend of increasing gain from

– 5 –



2
0
2
0
 
J
I
N
S
T
 
1
5
 
T
0
9
0
1
1

0 2 4 6 8 10

time (h)

0.75

0.8

0.85

0.9

0.95

1

1.05

n
o
rm

a
lis

e
d
 g

a
in

 / ndf 2χ   3155 / 55

p0        0.0002517± 1.007 

p1        0.0006951± 0.1887 

p2        0.01646± 2.376 

 / ndf 2χ   3155 / 55

p0        0.0002517± 1.007 

p1        0.0006951± 0.1887 

p2        0.01646± 2.376 

(a)

0 2 4 6 8 10

time (h)

0.75

0.8

0.85

0.9

0.95

1

1.05

n
o
rm

a
lis

e
d
 g

a
in

 / ndf 2χ   3545 / 43

p0        0.0001768± 1.005 

p1        0.0006491± 0.1956 

p2        0.008308± 1.524 

 / ndf 2χ   3545 / 43

p0        0.0001768± 1.005 

p1        0.0006491± 0.1956 

p2        0.008308± 1.524 

(b)

0 2 4 6 8 10

time (h)

0.75

0.8

0.85

0.9

0.95

1

1.05

n
o
rm

a
lis

e
d
 g

a
in

 / ndf 2χ   8537 / 131

p0        0.0001017± 1.007 

p1        0.0008606± 0.3146 

p2        0.003906± 1.395 

 / ndf 2χ   8537 / 131

p0        0.0001017± 1.007 

p1        0.0008606± 0.3146 

p2        0.003906± 1.395 

(c)

Figure 6. Variation of the normalised gain as a function of time. The top (a), middle (b) and bot-

tom (c) plots are for 1 kHz, 10 kHz and 90 kHz X-rays irradiation rates falling on 13 mm2 (0.08 kHz/mm2),

50 mm2 (0.2 kHz/mm2), 28 mm2 (3.2 kHz/mm2) area of the GEM chamber respectively.

1–2 hours along the time axis and that is due to the two opposite effects namely charging-up and

T/p variation. The charging-up process will tend to increase the gain and decrease in T/p will tend

to reduce the gain. As a result of these two competing processes, the slope of the curve changes,

and that is also reflected in figure 6(b). This competing effect between the charging-up and T/p

is distinct in figure 7 where 1 kHz X-rays irradiation 13 mm2 area of the GEM chamber. For this

measurement, the high voltage is switched ON, the source is placed on the detector, and data-taking

is started. Before that, the HV is kept OFF for ∼ 60 minutes. The first three points in figure 7(a)

show a decreasing trend in the gain which is a combined effect of T/p and dielectric polarisation.

After that, though the T/p value shows a decreasing trend, there is no visible decrease in the gain.

That is due to the two competing processes, the effect of the decreasing T/p and charging-up on the

gain is anti-correlated. Then after ∼1.5 hr, the gain increases because of the charging-up and T/p

variation. The corresponding normalised gain variation is shown in figure 7(b).

To identify whether the decrease in the gain at the first few minutes is due to dielectric

polarisation or not, a different measurement is performed by keeping the HV ON for ∼24 hours
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Figure 7. Variation of gain, T/p (a) and normalised gain (b) as a function of time for 1 kHz X-rays irradiating

13 mm2 (0.08 kHz/mm2) area of the GEM chamber. The measurement has been carried out at an HV of

−4.2 kV. The HV was kept OFF for ∼ 60 minutes before taking the first measurement with the Fe55 X-ray

source.

before the first measurement. The HV is kept at −4.1 kV which corresponds to ∆V ∼ 382 V

across each GEM foil and drift field, transfer field, and induction field of 2.3 kV/cm, 3.4 kV/cm

and 3.4 kV/cm respectively. The chamber is irradiated with 1 kHz X-ray falling on 13 mm2 area of

the chamber. Once the source is placed, the measurement is started immediately. The variation of

gain, T/p, and normalised gain is shown as a function of time in figure 8(a) and 8(b) respectively.

The data is stored at an interval of 10 minutes. It is evident from the plot that there is no decrease

in gain is observed at the beginning.

Since the charging-up process is due to the accumulation of the charges on the GEM holes

therefore the charging-up process depends on the flux of incident radiation. More the flux of the

incident particle faster will be the charging-up effect and the same behavior also appears from this

study. From figure 6, for 1 kHz, 10 kHz, and 90 kHz operations, the time constant of the charging-

up effect is found to be 2.376 ± 0.02 hours, 1.524 ± 0.008 and 1.395 ± 0.004 hours respectively.

The time constant of charging-up effect obtained from figure 7(b), agrees well with 6(a). From

figure 8(b), the time constant of the charging-up effect is found to be 3.294 ± 0.018 for 1 kHz X-ray.

The time constant of charging-up effect obtained from 8(b) can not be compared with figure 6(a)

and figure 7(b) because the HV is different. The residual voltage dependence on the charging-up

effect is also seen in ref. [22].

4 Summary and outlook

The charging-up effect of a double mask triple GEM prototype is studied using different irradiation

rates from a Fe55 X-ray source. The chamber is operated with Ar/CO2 gas mixture in a 70/30
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Figure 8. Variation of gain, T/p (a) and normalised gain (b) as a function of time for 1 kHz X-rays irradiating

13 mm2 (0.08 kHz/mm2) area of the GEM chamber. The measurement is carried out at HV of −4.1 kV. The

HV is kept ON for 24 hours before taking the first measurement with the Fe55 X-ray source.

volume ratio. The HV is kept OFF for a few minutes to several hours before starting the respective

measurements. The data is stored just after the HV is ON and the source is placed on the chamber

to see the effect of dielectric polarisation on the gain of the chamber. It is observed that the gain

initially decreases and then increases to reach a saturation value. To ensure the decrease in the

gain of the chamber during the first few minutes is due to dielectric polarisation, a different set of

measurements is performed where the HV is kept ON for∼24 hours before the data taking. No initial

decrease in gain is observed in that case as shown in figure 8 because the dielectric (i.e. Kapton) is

already polarised due to the application of HV beforehand. With different particle fluxes, the time

constant of the charging up effect is investigated. It is found that the charging-up time decreases with

increasing particle flux. Though the time constant value is decreasing with increasing particle flux,

the exact scaling of the time constant with particle flux is not possible because we are observing

an overall effect due to the three GEM foils and it is very difficult to disentangle the effects of

each GEM foil on the final results. Also since the charging up time depends on the GEM hole

geometry, properties of the Kapton foil, charge density in the GEM holes, etc., therefore we can

only conclude that the time constant of the charging up effect decreases with increasing particle

flux. The two competing effects of T/p variation and charging-up on the gain the chamber is studied

by recording the 5.9 keV Fe55 X-ray spectra and as expected it is coming to be anti-correlated as

shown in figure 7. The dependence of the charging-up process on the gain of the detector, electric

field strengths of different layers, used gas mixture, and also on the different kinds of GEM foils is

under investigation.
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A B S T R A C T

Triple Gas Electron Multiplier (GEM) detectors will be used as a tracking device in the first two stations of CBM
MUon CHamber (MUCH), where the maximum particle rate is expected to reach ∼1 MHz/cm2 for central Au-Au
collisions at 8 AGeV. Therefore, the stable operation of the detector is very important. Discharge probability
has been measured of a single mask triple GEM detector at the CERN SPS/H4 beam-line facility with a pion
beam of ∼150 GeV/c and also in an environment of highly ionizing shower particles. The spark probability as
a function of gain has been studied for different particle rates. The details of the experimental setup, method
of spark identification and results are presented in this paper.

1. Introduction

The Compressed Baryonic Matter (CBM) [1] experiment at the fu-
ture Facility for Antiproton and Ion Research (FAIR) [2] in Darmstadt,
Germany, will explore the QCD phase diagram at low temperature
and moderate to high baryonic density regime [3]. The decay of
charmonium (J∕ ), low mass vector mesons �0, !0, �0 in the muonic
decay channel, i.e., �+�− will be used as a probe to get an idea
about the in-medium modifications of the particles [4]. They will carry
the information about the medium formation, the transition from the
hadronic phase to the QGP phase and chiral symmetry restoration.

The MUon CHamber (MUCH) at CBM will be used dedicatedly for
muon tracking [5]. Since the product of multiplicity and branching
ratio for the muonic decay mode is very small (∼10−3−10−8), therefore
it is necessary to go up in interaction rate to get a signal, well separated
from the background. This is only possible with the application of
advanced instrumentation, including fast detectors with very high rate
handling capability and good position resolution. MUCH will consist of
five absorber layers of thickness 60, 20, 20, 30, 100 cm respectively.
The first absorber will be made up of 60 cm carbon. The rest of the
absorbers will be made up of iron. In between the absorbers (termed
as stations), three active detector layers will be placed. To handle high
rate, the triple GEM [6] detector technology has been chosen for the
first two stations, and RPC or straw-tube will be used for the rest of the
stations in the MUCH detector system [7–15].

From simulation it has been found that the particle rate in the
first four stations will be 0.8 MHz/cm2, 0.1 MHz/cm2, 15 kHz/cm2,

∗ Corresponding author at: Department of Physics and Centre for Astroparticle Physics and Space Science (CAPSS), Bose Institute, EN-80, Sector V, Kolkata
700091, India.
E-mail address: S.Biswas@gsi.de (S. Biswas).

1 I would like to happily state that all the authors have equal credit for the work.

5.6 kHz/cm2 respectively for central Au-Au collisions at 8 AGeV [16].
To operate the detectors for a long period without any discharge is an
essential criterion for MUCH.

GEM is made up of a thin kapton foil of thickness 50 μm with 5 μm
copper cladding on both sides of the foil. A large number of holes
are etched on the kapton using the photolithographic technique [17].
Depending on the photolithographic technique used, the GEM foils
can be divided into two types namely single mask and double mask
GEM foils. In double mask technology for etching, the exposure of the
metallized polymer foils, coated with a photosensitive resin, to ultra-
violet light through masks from both sides of the sheet is required [18].
On the other hand, in single mask technology, following the masking,
the metal and kapton are etched from one side [19,20]. The foil is
first chemically etched to remove about half of the metal, opening the
holes on the bottom side; a second kapton etching allows one to realise
quasi-conical holes [21].

The spark probability measurement of a double mask triple GEM
detector has been done and reported earlier [22]. Since the CBM GEM
detectors will be of single mask type because of its large size, it is
very important to measure the spark probability of a single mask GEM
detector.

The main goal of this study is to measure the spark probability
of a single mask triple GEM detector with a high momentum pion
beam and also for a heavy shower environment. A single mask triple
GEM detector has been tested at the CERN SPS/H4 beamline facility
with a pion beam of ∼150 GeV/c. In this test beam, the pulse height

https://doi.org/10.1016/j.nima.2020.164334
Received 26 April 2020; Received in revised form 1 July 2020; Accepted 2 July 2020
Available online 6 July 2020
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Fig. 1. Arrangement of GEM foils, voltage and current distribution in different planes
of the chamber.

distribution from the detector, currents from the GEM foils and count
rates from the detectors have been measured. The details of the spark
identification, the value of spark probability, and its variation as a
function of gain will be presented in this article.

2. Description of the GEM module

A single mask triple GEM detector having the dimension of (10
× 10) cm2 has been used during the beam test. The GEM foils with
hole diameter of 70 μm, and pitch of 140 μm have been obtained from
CERN. The drift gap, 2 transfer gaps, and induction gap have been kept
at 3 mm, 2 mm, and 2 mm, respectively (3-2-2-2 configuration). A
protection resistance of 10 MΩ has been employed to the top plane
of each GEM foil and to the drift plane. Fig. 1 shows the schematic
diagram of the GEM module, used in the test beam campaign. The read-
out plane consist of 512 pads of (4 × 4) mm2 size. All the readout pads
have been routed to 4 connectors of 128 pins each. Even though the
read-out plane was segmented for the module, in this study the signals
obtained from all the 128 pads are summed by a sum-up board and a
single output has been fed to a charge sensitive preamplifier. (The sum-
up board is a specially designed board having connection from 128 pin
to a single LEMO. Signals coming from any of the 128 pads will reach
to a single preamplifier via the LEMO connector.)

The analog signals from the preamplifiers have been put to the
linear Fan-in-Fan-out (FIFO) module that gives four identical analog
signal at the output exactly same as the input signal. For data acquisi-
tion, PXI LabView has been used [23]. Signals from one output of the
linear FIFO have been put to PXI LabView scope card for ADC spectra.
Signals from another output have been fed to a NIM discriminator. The
threshold to the signal has been set at 10 mV in the discriminator to
eliminate noise. The discriminated signals have been counted using a
PXI LabView scalar. The counts from the pad plane of the GEM detector
are sampled for 100 ms binning.

The GEM module has been operated throughout the experiment
with a Ar/CO2 gas mixture in the 70/30 volume ratio. The high voltages
(HV) to the different GEM planes have been applied by a seven-channel
HVG210 power supply made by LNF-INFN [24]. This module allows for
powering and controlling the applied voltages of a triple GEM detector.
The module communicates with peripherals via CAN bus. The HVG210
power supply comprises seven almost identical channels, each of them
being able to produce a specified voltage level with a current reading
and current limiting option. The currents of all channels were recorded
and used to determine the occurrence of a spark. The applied voltages
and measured currents on each channel from the lower plane of lowest
GEM foil up to the drift plane are named as V1 to V7 and i1 to i7,
respectively. The details of the electric field in the drift, transfer, and
induction gap for a particular voltage configuration are summarised in
Table 1 [9].

Table 1
Typical potential differences and fields on the various gaps of a triple GEM chamber,
operated with Argon and CO2 in a 70/30 mixing ratio.

Gap name Gap width (mm) Potential difference (V) Field (kV/cm)

Drift 3 400 1.33
Transfer 1 2 395 1.98
Transfer 2 2 395 1.98
Induction 2 390 1.95

Fig. 2. A sketch of the experimental setup.

3. Experimental setup

The arrangement of the experimental setup used in the test beam
campaign is shown in Fig. 2. Two crossed finger scintillators (Scintilla-
tor 1 and Scintillator 2, both having dimension (5 × 5) cm2) have been
placed to monitor the incoming particle rate at a distance of 80 cm
from the beam pipe end. The coincidence of those two scintillators
(crossed area (5 × 5) cm2) have been used as a beam counter. The single
mask triple GEM detector under test has been placed at a distance of
168 cm from the beam pipe end as shown in Fig. 2. An iron block of
length 20 cm has been employed to generate a particle shower. The
particle shower has been identified by the coincidence between the
signals from the first two finger scintillators and no signal from the
last two scintillators (Scintillator 3 and Scintillator 4, having dimension
(10 × 20) cm2 and (20 × 30) cm2, respectively). The distance between
the iron block and the GEM module was 64 cm as shown in Fig. 2. The
centres of the 4 scintillators (Scintillator 1, 2, 3, 4), the iron block and
the GEM module have been mechanically aligned with the centre of the
beam pipe. FLUKA simulation package has been used to calculate the
number of particles reaching on the detector surface after the shower
production by the iron slab [25–27]. From the FLUKA simulation the
number of pion, neutron, muon, proton, kaon, and electron reaching
on the GEM plane was found to be 2.4, 0.2, 0.009, 0.1, 0.3, 10,
respectively, per primary pion of energy 150 GeV/c. In this study, to
measure spark probability pion beam of rates 8, 27, 43, 48, 150 and
170 kHz have been used where as to produce shower, pion beam of
rates 6, 50 and 120 kHz have been employed to hit a 20 cm thick iron
block. The pion beam hit the GEM detector in an area of ∼10 mm2,
where as in this set-up during shower, for each pion beam the number
of secondary particles hitting the whole GEM plane of 100 cm2 is
13.009 (sum of the numbers of secondary pion, neutron, muon, proton,
kaon, and electron reaching GEM plane per primary pion).

The voltages and currents from all seven channels of the HVG210,
counts from the scintillators, GEM detector and the pulse height of the
GEM detector signals have been measured. In Section 4, we shall discuss
the relevance of those measurements for the investigation of the spark
probability of the module.

4. Results

In this test beam, the current in all the channels from the top
and bottom plane of three GEM foils and the drift planes have been
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Fig. 3. (Colour online) ADC distribution for the pion of average rate 27 kHz with �V1
= 390 V, �V2 = 385 V and �V3 = 380 V and corresponding gain ∼80000.

Fig. 4. (Colour online) ADC distribution for shower environment with �V1 = 390 V,
�V2 = 385 V and �V3 = 380 V and corresponding gain ∼80000.

measured. The data for the ADC spectra have been stored for all voltage
settings. The data for counts from the GEM detector and from the
scintillators have been also stored.

4.1. ADC spectra

The ADC spectra of the detected particles have been studied. The
ADC distribution for a pion beam of a typical average rate 27 kHz
is shown in Fig. 3. The energy distribution of the minimum ionizing
particle is expected to follow the Landau distribution [28], as observed
from the ADC distribution for pion (Fig. 3) with a GEM voltage settings
of �V1 = 390 V, �V2 = 385 V and �V3 = 380 V and corresponding
gain ∼80000. The Most Probable Value (MPV) of the distribution has
been found at ∼51 ADC channel and a small saturation peak has been
observed at 700 ADC channel.

The ADC distribution for the heavily ionizing particles produced
after the shower is shown in Fig. 4 with GEM voltage configuration
of �V1 = 390 V, �V2 = 385 V and �V3 = 380 V and corresponding gain
∼80000. The MPV of the distribution has also been found at ∼51 ADC
channel and a large saturation peak has been observed. Although it is
somehow unexpected that the MPV is the same both for the heavily
ionizing and minimum ionizing particles. The mean of the distribution
for the pion beam and for shower, at the same voltage settings have
been found to be at 122.9 and 297.9 ADC value, respectively. The

Fig. 5. (Colour online) Currents and the GEM counting rate: Pion beam 27 kHz. The
GEM count rate is plotted in the units of counts/100 ms. The different currents i1 to
i7 correspond to V1 to V7.

average energy distribution by the particles produced in the shower
is higher. For shower the mean value has increased only by a factor of
∼2.5, which is also somehow surprising taking into account the steep
increase of the Bethe-Bloch formula towards small velocities. The large
saturation peak for the shower environment reflects the existence of
heavily ionizing particles in the shower. In this work PXI LabView
based scope card has been used to store the ADC spectra. It digitizes
the difference of the maximum and minimum edge of a signal and
takes the number as the amplitude of the signal. For saturated signal
also, although the maximum edge is more or less fixed but both the
edges (maximum and minimum) can fluctuate a bit. Accordingly the
digitized value also fluctuates. This is the reason for the broadening of
the saturation peak in both Figs. 3 and 4. From the scope data, it can
be inferred that the detectors were in good condition during the beam
time.

4.2. Measurement of current

In this study, the currents from the drift plane, top and bottom plane
of each of the GEM foils have been recorded using the HVG210 [24]
high voltage power supply module. The counts from the GEM detector
as well as from the scintillators are sampled for 100 ms binning. The
variation in the current along with the count rate from the GEM module
is shown as a function of time in Figs. 5 and 6.

Fig. 5 shows the variation of the currents and the GEM count rate
during and in between the spills of the pion beam of average rate
∼27 kHz with GEM voltage settings of �V1 = 390 V, �V2 = 385 V and
�V3 = 380 V and corresponding gain ∼80000. In Fig. 6, the variation in
the currents and GEM count rate are shown for the shower produced by
a pion beam of an average rate of 120 kHz hitting the 20 cm iron slab.
The GEM voltage settings were �V1 = 385 V, �V2 = 380 V and �V3
= 375 V and corresponding gain was ∼60000. The spill structure of
the SPS beam increases with time reaches a maximum and then drops
immediately to 0 as obtained from both the GEM detector and beam
counter. The duration of the spill in the SPS beam is ∼10 s and the off
spill time is ∼40 s. From Figs. 5 and 6, the maximum absolute increase
in current is observed in i2 i.e. on the top of the third GEM-foil, where
the maximum number of ions reach.

4.3. Measurement of spark probability

The most important goal of this beam time was the measurement
of spark probability. The spark probability is defined as the ratio of
the number of sparks occurred in the detector and the total number of
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Fig. 6. (Colour online) Current and the GEM counting rate during Shower: Beam rate
120 kHz. The GEM count rate is plotted in the units of counts/100 ms. The different
currents i1 to i7 correspond to V1 to V7.

Fig. 7. (Colour online) Identification of spark from the drop in the GEM counting rate
during a spill. In parallel, the currents on all GEM electrodes were registered and are
displayed. The time axis is shown in the unit of second. i1 to i7 shown in different
colours are the currents correspond to V1 to V7. The count rate, shown in black is in
the unit of counts/100 ms.

particles incident on it [29–31]. In this study, two different methods
have been used to identify a spark in the GEM module as previously
done for the double mask detector [22]. The first method identifies a
spark if there is a sudden drop in the GEM counting rate. The second
one determines a spark by the sudden jump in the current obtained
from the top of each GEM foil.

During a spark, the sudden drop of the electric field in the GEM hole
reduces the gain of the detector, and as a result, the count rate of the
chamber decreases. That is why it is a beneficial method to calculate
the number of sparks that occurred in the GEM module during the spill.
To identify a spark, the ratio of the counts from the GEM module and
beam counter has been used. If the ratio drops below 65% of its average
value, then it is considered as a spark. Different threshold values
between 50% to 70% have been tested, but no significant change in
the result is observed. Above 70%, the spark counts increase drastically
because then all the small fluctuations in the count rate are considered
as a spark, and below 50% the spark count is coming to be zero.
The above-mentioned definition has been used for the identification of
spark in the analysis. In Fig. 7, the black line shows the count registered
on the GEM module during a spill and a sudden drop in the count rate
indicates the occurrence of spark in the chamber. Fig. 8 shows that
sometimes more than one spark is observed in the module during a
spill.

Fig. 8. (Colour online) Example of the spill where two sparks are observed. The time
axis is shown in the unit of second. i1 to i7 shown in different colours are the currents
correspond to V1 to V7. The count rate, shown in black is in the unit of counts/100 ms.

Measuring the currents from each layer of the GEM foil is another
method of determining spark in the module. The current will increase
particularly at the top of each GEM foil whenever there is a spark. In
Figs. 7 and 8 the sudden jump in the current in the top layers of the
GEM foil is observed when there is a drop in the GEM counting rate.
The threshold for the current is set to 2 μA to define a spark, but the
identification of the spark is more accurate if we use the first method
i.e. from the drop in the GEM counting rate because of the sampling rate
for the current monitoring is less than the sampling rate for the count
data monitoring. If we consider Fig. 8, then the number of sparks is two
if we count from the drop in the GEM counting rate, but it is coming
to be one if we count the spark from the jump in the current. That is
why, for our analysis, the spark probability is calculated from the drop
in the counting rate of the GEM module during a spill.

The calculated spark probability as a function of the gain of the
module is shown in Fig. 9. The gain of the module has been measured
using a 5.9 keV Fe55 X-ray source. During the beam time, the gain of
the detector is found to be within the range of ∼40000 to 130000
for the operational global GEM voltage (�V1 + �V2 + �V3) settings of
1120 V to 1185 V. In this operational global voltage range of 1120 V
to 1185 V and corresponding gain between 40000 to 130000, taking
30 primary electrons per incident pion (minimum ionizing particle) in
the 3 mm drift gap the total number of electrons reaching readout will
be 1.2 × 106 to 3.9 × 106, respectively. This corresponds to a total
charge between 192 fC to 624 fC, respectively. The spark probability
of the single mask triple GEM detector in ‘‘3-2-2-2 configuration’’ has
been found to be ∼10−7 for a 150 GeV/c pion beam of rate 150 kHz
with a gas gain between 40000 and 80000.

To calculate the spark probability of the GEM module in the shower
environment, pion beam of rates 120, 50 and 6 kHz have been em-
ployed to a 20 cm thick iron slab. The voltage settings of the detector
were �V1 = 385 V, �V2 = 380 V and �V3 = 375 V respectively and the
gain was ∼60000. Total integrated number of pions incident on the iron
slab for these three rates were 1.10 × 106, 2.40 × 106 and 3.32 × 105,
respectively. No spark has been detected in these settings using both the
methods i.e. drop in GEM counting rate and jump in current. Though
during the shower, the number of secondary particles on the detector
surface (13.009 secondary particles reached the detector plane per
pion) increases as we have seen from the FLUKA simulation, but still,
no spark has been identified.

5. Summary and outlook

The spark probability of a single mask triple GEM detector in ‘‘3-
2-2-2 configuration’’ has been measured with mostly pure pion beam
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Fig. 9. (Colour online) Spark probability of the detector as a function of the gain.

and also for a shower produced by pion beam with a 20 cm thick iron
block. Two different methods have been used to identify sparks in the
chamber. In the first method the spark is identified by sudden drop
in the GEM counting rate whereas in the second method it is done by
the sudden jump in the current obtained from the top of each GEM
foil. The variation of the spark probability as a function of the gain
has been presented for the pion beam. For the pion beam the spark
probability increases exponentially with the gain. The spark probability
of the detector has been found to be ∼10−7 for 150 GeV/c pion beam
of rate 150 kHz with a gain between 40000 and 80000. No spark has
been observed for shower produced by pion beams of rates of 120, 50
and 6 kHz after striking an iron slab of thickness 20 cm. The pion beam
hit the chamber in an area of ∼10 mm2, where as in this set-up during
shower, for each pion beam the number of secondary particles hitting
the whole GEM plane of 100 cm2 is 13.009. Consequently the particle
density per unit surface area of the GEM detector is much smaller for
the secondary particles produced in shower than that for the pion beam.
In these measurements the particles hitting per unit area of the GEM
detector for the pion beams of rate 8, 27, 43, 48, 150 and 170 kHz are
∼0.8, 2.7, 4.3, 4.8, 15 and 17 kHz/mm2, respectively and for that for
shower produced by pion beam of rate 6, 50 and 120 kHz are ∼0.008,
0.065 and 0.16 kHz/mm2, respectively. That is the probable reason of
not getting any spark in the shower set-up.

The comparison between the spark probability measurement for
the double mask triple GEM detector as reported earlier [22] and the
present measurement for the single mask triple GEM detector are the
followings. The drift gap of the double mask GEM chamber was 2 mm.
In case of double mask triple GEM detector the spark probability was
measured mostly for shower induced by a pion beam with a 10 cm thick
iron absorber and also for a pure pion beam. In this operational global
voltage range the gain of the detector was measured to vary between
20,000 and 50,000. 11 MΩ protection resistors were employed in all
the seven channels. In this study the spark probability was found to
be ∼10−7 for 150 GeV/c pion beam and also for shower. On the other
hand, the drift gap of the single mask GEM detector was 3 mm and the
spark probability was measured mainly for pure pion beam of different
rates and for shower produced by pion beams of rates of 120, 50 and
6 kHz after hitting an iron slab of thickness 20 cm. The detector was
operated at gain between 40000 and 130000. A protection resistance
of 10 MΩ has been employed only to the top plane of each GEM foil and
to the drift plane. In this case the spark probability has been found to be
∼10−7 for 150 GeV/c pion beam of rate 150 kHz with a gain between
40000 and 80000. No spark has been observed during the shower.

In this test beam the single mask triple GEM detector was operated
at very high gain. Actually in CBM-MUCH the GEM chambers will be

operated at a gain ∼5000–8000. Extrapolating the value of spark prob-
ability for 150 GeV/c pion beam of rate 150 kHz it is coming ∼10−9 at
gain ∼5000–8000. The value of the spark probability obtained from this
beam test is little bit high for the operation of the CBM muon chambers
at gain ∼5000–8000. As an outlook, the measurements will be repeated
in future and also at operational gain, with different electric fields
in the Drift, Transfer and Induction gaps and with different value of
current limiting protection resistor and will be communicated at a later
stage.
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Abstract. The long-term stability in terms of gain and energy resolution of a prototype triple
Gas Electron Multiplier (GEM) detector has been investigated with high rate X-ray irradiation.
Premixed Ar/CO2 (80:20) and (90:10) gases have been used for this stability study. A strong
Fe55 X-ray source is used to irradiate the chamber. The uniqueness of this work is that the
same source has been used to irradiate the GEM prototype and also to monitor the spectra.
This arrangement is important since it reduces the mechanical complexity of using an X-ray
generator as well as the cost of the setup. A small area of the chamber is exposed continuously
to the X-ray for the entire duration of the operation. The effect of temperature and pressure
on the gain and energy resolution is monitored. The result of the long-term stability test for
a triple GEM detector using Ar/CO2 (70:30) gas mixture has been reported earlier [1]. The
results with Ar/CO2 (80:20) and (90:10) gas mixtures for the same chamber are presented in
this article.

1. Introduction

Gas Electron Multiplier detectors are being used in many High Energy Physics experiments
as tracking devices for their high rate capability [2][3][4]. The Compressed Baryonic
Matter (CBM) [5] experiment at the future Facility for Antiproton and Ion Research (FAIR) [6],
Darmstadt, Germany will use the triple GEM detector as a tracking device in the MUon
CHamber (MUCH) [7][8][9][10] to track the di-muon pairs originating from the decay of low mass
vector mesons, which will give us the information about the fireball created after the collision.
Triple GEM detectors will be used in the first two stations of MUCH because the rate will be
very high (∼1.0 MHz/cm2 for the first station [11]) there. The motivation of this particular work
is to understand how the chamber behaves under continuous high irradiation [1][12][13]. The
stability study in terms of gain and energy resolution of a triple GEM detector has been carried
out with Ar/CO2 (80:20) and (90:10) gas mixtures and results are presented in this paper.

2. Experimental details

A double mask triple GEM detector prototype obtained from CERN, having dimensions
10 cm×10 cm, has been used for this study. The drift, transfer and induction gaps of the
detector are kept at 3 mm, 2 mm, 2 mm, respectively. The high voltage is distributed between

1 Present address: Nuclear Power Corporation of India Limited, Kakrapar, Gujrat, India
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the drift plane and individual GEM foils using a voltage divider resistor chain. The signal
is collected using a sum up board from all the segmented readout pads, each of dimensions
9 mm × 9 mm. It is fed to a charge sensitive preamplifier (VV50-2) having a gain of 2 mV/fC
and shaping time of 300 ns [14]. The output of the preamplifier is fed to the linear Fan In Fan
Out (FIFO) module. One output of the linear FIFO is fed to a Single Channel Analyzer (SCA)
for rate measurement and the other output is fed to a Multi-Channel Analyzer (MCA) to obtain
the energy spectrum. The SCA is operated in integral mode and the threshold is set at 0.1 V to
reject noise. The output of the SCA is fed to the TTL-NIM adapter to convert the TTL signal
to NIM signal and then counted by a NIM scaler.
Premixed Ar/CO2 (80:20) and (90:10) gases have been used at a constant flow rate for this study.
∆V∼ 326 V and 300 V across each GEM foil were maintained throughout the experiment for
(80:20) and (90:10) gas mixtures, respectively. A perspex collimator having an area of ∼13 mm2

has been used to irradiate the chamber at a rate of ∼250 kHz. The results obtained for the
(80:20) and (90:10) gas mixture are given in the next section.

3. Results

The gain and energy resolution have been calculated from the Fe
55 5.9 keV peak and then

normalization is done using T/p correction as reported earlier [1]. The stability test of the
detector has been carried out for ∼30 hours and ∼140 hours with Ar/CO2 (80:20) and (90:10)
gas mixtures, respectively.
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Figure 1. Variation of gain, energy
resolution and T/p as a function of time
for Ar/CO2 (80:20) gas mixture.
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Figure 2. Variation of gain, energy
resolution, and T/p as a function of time
for Ar/CO2 (90:10) gas mixture.

Figure 1 and 2 show the variation of gain and the energy resolution of the prototype as a
function of time along with the ratio of ambient temperature (T=t+273) and pressure (p) for
(80:20) and (90:10) gas mixtures, respectively. Figure 3 and 4 show the variation of normalized
gain and normalized energy resolution as a function of the charge accumulated per unit area
for (80:20) and (90:10) gas mixtures, respectively. Figure 5 and 6 show the variation in the
normalized gain and energy resolution for the (80:20) gas mixture and figure 7 and 8 show that
for the (90:10) gas mixture, respectively.
The variation in the normalized gain and energy resolution has been found to be ∼10% for both
the (80:20) and (90:10) gas mixtures as shown in figure 5, 6, 7 and 8.
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Figure 3. Variation of normalized gain
and normalized energy resolution as a
function of the total charge accumulated
per unit area for Ar/CO2 (80:20) gas
mixture
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Figure 4. Variation of normalized gain
and normalized energy resolution as a
function of the total charge accumulated
per unit area for Ar/CO2 (90:10) gas
mixture
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4. Conclusions

A systematic study on the stability of gain and energy resolution of a prototype triple GEM
detector in long term operation under a high rate of X-ray irradiation has been carried out
with Ar/CO2 (80:20) and (90:10) gas mixtures. For this study, the same Fe55 source is used to
irradiate the chamber as well as to measure the gain and energy resolution at an interval of 10
minutes. Using a collimator, the chamber is irradiated with a particle rate of ∼20 kHz/mm2

for ∼30 hours with Ar/CO2 (80:20) gas mixture and for ∼140 hours with Ar/CO2 (90:10)
gas mixture which are equivalent to a charge accumulation of 0.6 mC/mm2 and 1.8 mC/mm2,
respectively. No degradation is observed in gain and energy resolution other than a fluctuation
of ∼10% after the long exposure to X-ray.
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A study of the uniformity of gain, energy resolution and count rate over the active area of a triple GEM detector
has been performed using a strong Fe55 X-ray source with premixed gas of Argon and CO2 in 70/30 ratio and
conventional NIM electronics. The details of the experimental setup and the results we found are presented in
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1. Introduction

Triple GEM chambers [1,2] will be used in CBM experiment [3] at
FAIR [4] for muon tracking (Muon Chamber: MUCH). Keeping this in
mind, we carried out a study of the uniformity of gain, energy resolution
and count rate over the surface of a standard 10 cm × 10 cm triple GEM
detector, using a Fe55 X-ray source. For this study, the detector was
filled with an Argon and CO2 gas mixture in 70/30-volume ratio. A low
noise charge sensitive preamplifier and conventional NIM electronics
was used. The above-mentioned characteristics for the GEM detector
were measured on a grid of 5 × 4 positions in the centre. Uniformity
study using a collimated source of low activity is reported in Ref [5]. The
novelty of the present work is that high radiation (∼300 kHz) is used for
the measurement of gain and energy resolution and that the radiation
is not collimated to a point but a patch of ∼50 mm2 was exposed.

2. Detector descriptions and experimental set-up

In this study, a GEM detector prototype manufactured at CERN,
consisting of three 10 cm × 10 cm double mask foils was used [5]. The
drift, transfer and induction gaps of the detector are kept fixed at 3 mm,

∗ Corresponding author.
E-mail addresses: shreyaroy@jcbose.ac.in (S. Roy), saikat.biswas@cern.ch, saikat@jcbose.ac.in (S. Biswas).

2 mm and 2 mm respectively. The high voltages (HV) to the drift plane
and individual GEM planes were applied through a voltage dividing
resistor chain. The readout plane consists of 9 readout pads each of area
9 mm × 9 mm. So the active area of the prototype reduces to about
3 cm × 3 cm in the central region. In this study we used the signal given
by the sum of all the pads, performed through a summing board, and a
single input was fed to a charge sensitive preamplifier (VV50-2) [6]. The
gain of the preamplifier is 2 mV/fC with a shaping time of 300 ns. The
preamplifier output was fed to a linear Fan-in-Fan-out (FIFO) module
and used both for measuring the rate as well as for spectroscopy. The
analog signal from the linear FIFO was connected to a Single Channel
Analyser (SCA) to measure the rate of the incident particles. The SCA
was operated in integral mode and the lower level in the SCA was used
as the threshold to the signal. The threshold was set at 0.1 V to reject the
noise. 0.1 V corresponds 3� of typical noise level. At HV of −4150 V with
0.1 V threshold the noise rate was found to be 45 Hz. The discriminated
signal from the SCA, which is TTL in nature, was put to a TTL-NIM
adapter and the output NIM signal was counted using a NIM scaler. The
signal count rate of the detector in Hz is then calculated. Another output
of the linear FIFO was fed to a Multi Channel Analyser (MCA) to obtain
the energy spectrum. A schematic representation of the set-up is shown
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Fig. 1. Schematic representation of the electronics setup.

Fig. 2. Gain (top), energy resolution (middle), count rate (bottom) at 20 different places
on the detector and their distribution.

in Fig. 1. Pre-mixed Ar/CO2 in 70/30 volume ratio was used for the
whole study. A constant gas flow rate of 3.4 l/h was maintained using
a Vögtlin gas flow meter. For all measurements a circular collimator of
diameter 8 mm was used to expose the X-ray from Fe55 source. Initially
the gain, energy resolution and count rate are measured from the energy
spectrum and the scaler count for the Fe55 X-ray source, varying the �V,
as described in detail in Ref. [7]. Here �V is the potential difference
across a single GEM foil. �V were same for all three GEM foils. Since

the experiment was performed with a radiation source which emits a
constant number of particles, a plateau in the count rate is reached at
the highest efficiency of the chamber.

The uniformity investigation of the detector described here was
carried out at an applied HV of −4150 V corresponding to a �V ∼385.9 V
across each GEM foil. The active area of the chamber was divided in 100
zones of 1 cm2 and the above three parameters are measured in a grid
of 5 × 4 positions in the centre of the detector i.e. in 20 zones. For each
position, spectra and counts are recorded for 1 min.

3. Results

The gain of the detector is calculate as ratio of the 5.9 keV peak
of Fe55 X-ray spectrum (fitted with a Gaussian) converted in charge
using the gain on the ADC and preamplifier and the average number of
electron produced in the gas (212 for Ar/CO2 70/30 mixture) whereas
the energy resolution is defined as the FWHM of that Gaussian function.

Fig. 2 shows the measured values of the gain, energy resolution and
count rate at different places of the detector (left panel) as well as the
distribution of these three parameters (right panel). For some zones
where there is no readout pad corresponding the source position the
count rate was found to be as low as 100 kHz. So for the distribution of
the count rate a lower cut of 150 kHz was used.

4. Conclusions

The characteristics of the GEM detector will not be the same over it’s
active area. It is to be mentioned here that a gain variation up to a few
percent is possible due to the intrinsic inhomogeneity in the geometry
of the GEM holes and the gaps between the GEM foils. In this study
the gain, energy resolution and count rate were measured at 20 places
on the active area of the triple GEM detector prototype moving a Fe55

X-ray source manually to check the uniformity. For each measurement
an area of ∼50 mm2 was exposed by 5.9 keV X-ray. Over the measured
area the gain fluctuation was found to be ∼10% while the fluctuation of
energy resolution and count rate is ∼20%. The fluctuations in gain and
energy resolution reported in Ref [5] are 8.8% and 6.7% respectively.
However, they have used a collimated source of low activity.
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