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GSI Grid Cluster – present status
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gStore: storage overview
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What is PANDA Grid ?

PANDA Grid is now:

 
The first up-and-running PANDA experiment component 

 The infrastructure of PANDA offline computing

 A test bench for PandaRoot

One now can:

‣ Run simulations and other production jobs

‣ Test latest software  

‣ Store, analyse, and share data with the whole PANDA 
Grid community

http://nuclear.gla.ac.uk/twiki/bin/view.pl/Main/SubmitExample
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Aim, features, issues
‣ The aim is to provide a seamlessly integrated solution for 
physics simulation, reconstruction and analysis: 
middleware+software+data management

‣ AliEn provides advanced data production tools: job 
splitting and merging, catalogue tags and triggers, file 
collections, automated data replication to multiple SEs

‣ MonALISA integration layer allows monitoring, supervision 
tools, command mechanisms for easy administration

‣ Invites close communication between sites/subgroups

‣ Continuous improvement via hands-on workshops and 
Data Challenges, and soon ‘continuous production’ mode

‣ Area that needs improvement: data transfer and I/O



7GSI, November 2011 Dan Protopopescu, Glasgow, UK

Map of sites
Total: 14 sites (3 LCG-type) 800-1200 CPUs 

Changes::
- Pavia
+ Orsay
+ USJR
(+ ASTI, Manila, created new 
cluster for PandaGrid usage) http://mlr2.gla.ac.uk

http://mlr2.gla.ac.uk/
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Last workshop

co-funded by HI Mainz !!!
decision: AliEn Developers Week and
PandaGrid workshop in conjunction
twice a year !!!
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Achievements at last workshop

Upgrade of central services and all sites 
to AliEn v2.20
features:

MonaLisa cache service, single database for catalogue, no 
PackMan site service, Memory limits on jobs

We were working on:
file removal, improved documentation, 

duplication of central services, ticketing 
system, ...
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Backup of central services 
at GSI and Juelich

A backup instance of LDAP (GSI) and MonaLisa 
(Juelich) has been instantiated.

Backup MySQL DB has been prepared. MySQL 
allows several slave Dbs, e.g. 1 at GSI. The 
slave DB is supposed to stay in sinc with the 
main DB at Glasgow. At some point the slave 
DB could become the main DB

Corresponding hardware has been bought at 
GSI and Juelich
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Sites & services
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http://mlr2.gla.ac.uk/stats?page=services_status
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PANDA Grid Structure

http://mlr2.gla.ac.uk

GSI/Juelich ?

http://mlr2.gla.ac.uk/
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Data storage
Almost all Storage Elements migrated to xrootd
+ 300,000 files compared to last year 
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Online MonALISA interface
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Data transfer
(room for significant improvement)
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Catalogue browser
via the online MonALISA interface
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Production tools

Lazy productionproduction manager
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(last year job distribution)
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Grid Jobs
In the weeks before the collaboration meeting
quite intensive usage of PandaGrid.
Mathias Lutz from GSI Theory group would like to
run Panda related theory applications on
PandaGrid.
A corresponding PhD sandwich project with SUT
Thailand is in the making.
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PandaGrid usage in 2011
In regular intervals quite intensive usage. Do 

usage periods always coincide with upcoming 
PANDA meetings ? 
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PandaGrid operations

Problems should be reported to the GSI 
trouble ticket system: Grid queue
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AliEn job states

In principle 
many things 
can go wrong 
at many 
places

Currently we 
have many 
ZOMBIE jobs. 
We are 
investigating



21GSI, November 2011 Kilian Schwarz, SC, GSI

Test bench
for PandaRoot developers
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Presence at meetings and 
conferences

From our 
GSI wiki
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Join us

What to do ?
‣Get involved: set up a site
‣Learn how to use the Grid: extensive documentation available
‣Start getting involved in middleware development: this will 
ensure long-term viability

PANDA Grid is a fully functional system and, while computing 
power and disk storage are presently concentrated at a few 
sites (GSI, Dubna, KVI, Glasgow), more resources were recently 
added at existing sites and also Vienna, Bucharest, and Torino 
contributed significantly.

But very few institutes joined during the last two years! 
Mainz ? 

Collaboration: 54 institutes, 17 countries
PANDA Grid: 10 institutes, 7 countries
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status Mainz

Mainz participated in last PandaGrid 
workshop

vobox as Grid frontend exists already
himster.him.uni-mainz.de
configuration has been started

but firewall still needs to be configured
afterwards the configuration needs to be 

checked by security experts
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AliEn/ALICE & PANDA

The PANDA - ALICE relationship:

* we use middleware written by ALICE

* we have our own requirements and requests

* we don’t give too much in return (!)

We were asked to, and we should:

‣ allocate dedicated manpower for middleware 
development and user support

‣ develop in-house expertise with this 
middleware, and not only as users

‣ ongoing AliEn developments at GSI/SC (but this 
is not yet sufficient !!!):

Oracle Interface
Slurm Interface
PoD Interface

in principle it would be nice
to have shared positions
(experiment/GSI IT) for
Grid development following
the example of the
FAIRRoot positions !!!



Last but not least ...
synergy effects

ROOT ROOT

Nustar ?

Nustar ?
FAIR software tightly

coupled to ALICE
software and lots of

ongoing developments
will happen in close 

collaboration with
ALICE (see FAIR – ALICE

workshops 2008/2010)

AliRoot
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Outview

FAIRGrid ???
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BMBF project
PHP08/01:
Philippine
research
institutions join
PandaGrid

Computing Infrastruktur 
der hessischen Universitäten



FAIRGrid
• With relatively small invest in terms 

of manpower and money we came 
actually quite far with set up and 

operation of a distributed FAIR 
computing infrastructure

• We do have users in PandaGrid and 
also user support needs to be set up

• We should start a discussion, how to 
proceed, and also about funding !!!
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Next PANDA Grid workshop
Suranaree University of 

Technology – SUT 
(in conjunction with 

AliEn Developers Week #3
and 

CERN school of Thailand #2),
April 30 - May 4, 2012


