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This document aims to summarise changes implemented in AliEn-AliEn interface, outlines its current status and highlights the existing challenges. The work reviewed herein was carried out during the PANDAGrid workshop in Glasgow (29.03-1.04).
1. The current status can be summarised in the following points:
· When a user submits a jdl file with Requirements=other.CE=”vo1::GSI::sendtovo2” the submit subroutine in Alien.pm overrides the jdl file with “executable=runOtherVOJobAgent” and the CE of vo2, having pointed to the environment of vo2. This is done by setting ALIEN_CM_AS_LDAP_PROXY, ALIEN_LDAP_DN and ALIEN_ORGANISATION. Later on, the environment is reverted back to the one of vo1.
· This submit routine in turn calls runOtherVOJobAgent from /user/bin in alien. The job “runOtherVOJobAgent” shows up in vo2 following the vo2 numbering convention. It terminates properly with output being written to file in vo2.
· The job in vo1 is submitted following the numbering convention of vo1. Once the alien runAgent command in vo2 is kicked off via runOtherVOJobAgent  the status of the job in vo1 is changed from waiting to assigned, but after that nothing happens.
2. Contents of runOtherVOJobAgent script:

· The script sets the following environment variables
export ALIEN_CM_AS_LDAP_PROXY=denbp052v002.gsi.de :8393 – data of vo1

export ALIEN_LDAP_DN=”denbp052v002:8389/o=szymon_vo1,dc=gsi,dc=de”

export ALIEN_ORGANISATION=szymon_vo1

export HOSTNAME=denbp052v002.gsi.de
· Starts AliEn RunAgent
· Unsets the environment variables 
3. Challenges and questions:
· Job numbering – should we maintain consistency across the vos? export ALIEN_JOB_AGENT_ID = $id ?
· When the runOtherVOJobAgent is run from vo2 despite pointing to the vo1 via the environment variables described above /bin/hostname always returns the vo2’s hostname.
· Locking of the files may pose a problem. Files in vo2 are locked by vo2 users, it is not permitted to unlock those by a vo1 user.
WARNING: releasing 1 pending lock...

Cannot unlock /home/vo2_prod01/.alien/tmp//PORTS/lockFile.8394.denbp052v001.gsi.de: lock not owned
· Main problem:  ALIEN_CM_AS_LDAP_PROXY change just before the alien RunAgent is invoked makes the queue of vo1 to be visible to the agent as well as the file in vo1 we want to execute. However, we would like to execute the file of vo1, but have the queue of vo2 available. Also, jdl of the file in vo1 specifies the CE as vo1sendtovo2, but we want to somehow overwrite this to be a CE in vo2. 
· Second order problem: if the job started by a user in vo1 gets stuck in a running or any other state in vo2 it cannot be killed by a vo2 user (permissions issue), neither through vo1. The full solution to this would require rewriting of kill subroutine in Alien.pm
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