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Period of realization     2007- 2011
Main Results in 2010
                         Current status of the GRID infrastructure at JINR





The JINR Central Information and Computing Centre (CICC) is the element of the Russian GRID Segment used for LHC computing and other applications.  The CICC provides resources needed for different tasks, implied by many projects the JINR researchers take part in, namely: E391A (KEK), KLOD, COMPASS, D0, DIRAC, HARP, CMS, ALICE, ATLAS, H1, NEMO, OPERA, CBM, PANDA, etc. In the year of 2010, the CICC hardware has been expanded from 960 to 1104 job slots of the total performance of 8754 HEP-SPEC06 and the disk subsystem – from 500 TB up to 720 TB structured as a dCache and XROOTD storage system. The CICC software includes a number of program packages which form the GRID environment. A current version of the WLCG software is gLite 3.2.  A monitoring and accounting system has been developed at JINR and is in use by the entire Russian LCG/EGEE segment. A project on upgrading the JINR external optical communication data link up to 10 Gbps and higher has been developed and realized providing now the 10 Gbps data link. 


The CICC provides the following services in the WLCG environment

Storage Element (SE) services; Computing Element (CE) services as a grid batch queue enabling  access for 10 Virtual Organizations (VO) including ALICE, ATLAS, CMS, LHCb, HONE; Information Service (BDII- Berkley DB Information Index); Proxy service (PX); the advanced service for access to the LCG/EGEE resources (MyProxy);  Workload Management System + Logging&Bookkeeping Service (WMS+LB); RGMA-based monitoring system collector service (MON-box); LCG File Catalog (LFC) service and VOboxes special services for ALICE, CMS, CBM and PANDA. It should be mentioned here that we have the batch queues enabled for PANDA and CBM. Also there are three NFS-servers dedicated to VOs.

Software for VOs: dCache xrootd door, AliROOT, ROOT, GEANT packages for ALICE; ATLAS packages; CMSSW packages for CMS; DaVinchi and Gauss packages for LHCb.

Participation in the GRID Activities with German Centres

FTS certified link between KIT and JINR:

The certified link between the CMS Tier1 center at KIT (T1_DE_KIT) and the T2-JINR site successfully provides FTS transfers and is keeping in a continuous production status in the CMS computing grid infrastructure. 
H1 MC production grid monitoring:  


These common activities with DESY (Hamburg) were started in 2007 and are in progress now. The statistical monitoring component with the usage of MonALISA introduced for H1 Monte Carlo production group as an extension to the current job processing framework, is in practical use providing a reliable way to track down job states. 
PANDA support

1.  VO Box machine for PANDA has been installed and supported. http://mlr2.gla.ac.uk:7001/stats?page=services_status

2. The dedicated PANDA Storage Element with a capacity of 7 TB installed with XROOTD and is in production now.
CBM Experiment Support at JINR

1.  VO Box machine for CBM has been installed and supported.

2. The dedicated CBM Storage Element with a capacity of 7 TB installed with XROOTD and is in production now.

HONE queue at the JINR LCG site   

HONE VO queue was configured and enabled at the JINR WLCG-site since the year of 2007 and is in active use for H1 Monte-Carlo production. During 2010 the contribution of the JINR WLCG site into the H1 Monte-Carlo production is about 2% of the total production volume.  The CPU time consumed by HONE at the JINR WLCG site in 2010 equals 123035 of the Normalized CPU time (1KSI2K–hours); see http://www3.egee.cesga.es/gridsite/accounting/CESGA/egee_view.php.
Expenditures within the project in 2010

                                                                                                                Table 2

	№
	Item
	Firm
	Subtotal, Euro
	Realization stage

	
	
	
	Date
	Cost
	

	1
	SuperMicro 5015B-MTB
CPU Core 2 Duo E8400 2C 3G 6M 1333FSB

RAM 1GB DDR2-800 MHZ ECC Un-Buffer LP Pb-Free

HDD SEAGATE 500GB SATA 3.0Gb/s
7200 RPM 32MB 3.5”
Add-on IPMI Card AOC-SIMSO+
	SuperMicro
	26.10.10
	7 x 1458= 10206
	Done

	2
	SuperMicro 6026TT-TF
CPU Westmere 6C X5650 2.66G 12M 6.4GT

RAM 4GB DDR3-1333 ECC REG  RoHS

HDD SEAGATE 500GB SATA 3.0Gb/s

7200 RPM 32MB 3.5”
	SuperMicro
	26.10.10
	2 x 17471= 34942
	Done

	3
	Chassis 4U/Tower SC846 SC846TQ-R900B
Motherboard 5400 Seaburg X7DWE-B

CPU Harpertown E5410 2.33G 12M 1333FSB
Heatsink Heatsinks SNK-P0018

RAM DDRII DIMM PC667 2048MB ECC FBD

HDD SATA 2000GB 3.5” Hitachi

Adaptec ASR-52445 (PCle x8)/512 

24+4 ports

IPMI Add-on Card AOC-SIMLP-3+

HDD SATA 250GB 3.5”
MCP-220-84601-ON

CBL-0237L
	SuperMicro
	26.10.10

	1 x 14852= 14852
	Done









Total:


                     60 000 EUR
JINR-BMBF

Proposal for 2011
Development of the GRID-infrastructure and tools to provide joint investigations performed with participation of JINR and     German research centers


   Computing & Networks



Spokesmen from JINR






             V.V.Ivanov











                         V.V.Korenkov

Spokesman from GSI
  





                         K.E.Schwarz

Spokesman from KIT
A.Heiss
Spokesman from DESY (Hamburg)




                 H.Frese

Spokesman from DESY (Zeuthen)
P.Wegner

Institutes of Germany 



      
 







       

 DESY (Hamburg), DESY (Zeuthen)






       


 GSI (Darmstadt), KIT (Karlsruhe)

Laboratories from JINR 




 LIT

Main directions of activities

1) cooperation with German scientific centers within the Grid infrastructure support and development;

2) common participation in the LHC computing support and development, especially in ALICE computing taking into account  that KIT is the ALICE Tier1 center for JINR;

3) common participation in creation and development of the grid-infrastructure for FAIR; 

4) provision of the computing support for H1, CBM, PANDA and other experiments;

5) common activities  on the monitoring tools development.

Period of realization
2007- 2011

According to plans and obligations on the WLCG project as well as plans on the development of the grid-infrastructure for FAIR at JINR, the main target for the JINR CCIC in 2011 is to increase the computing power and the storage capacity in dCache and xrootd based SEs with a financial support from the BMBF grant.   








Table of expenditures within the project in 2011
	№
	Item of expenditure
	Firm
	Price, EUR
	Quantity
	Sum, EUR

	3
	Disc server (48 TB):

	Supermicro
	15.000,00
	2
	     30.000,00

	4
	Twin^2 server (94 HEP-KSI2K=376 HEP-SPEC06)

	Supermicro
	10.000,00
	3
	30.000,00



Total:


 60 000 EUR

Travel Money 

additionally travel money is needed for Russian Experts to take part in technical Grid Meetings in Germany and elsewhere. It would be nice, e.g. if Russian Grid experts could take part in the regular PandaGrid meetings and in the Grid meetings during ALICE Offline Weeks.

For this travel money of 5000 EUR would be needed.
 Resources required in 2011 (funding from BMBF):

Purchase of material and equipment






55 000 EUR

Travel money to technical Grid meetings 





5000 EUR

