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Event rates and pile-up situation for 
Phase 1 Physics

● What do we expect in terms of event rates?
● How to perform event building?
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Event rates and pile-up situation for 
Phase 1 Physics
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With a time gap of 20 ns  
                                   ~5 % of events which are merged together

Overlap for STT is ~60 % 
                                     which manageable for the online tracking

Gap event-building will work for the phase 1!
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System Architecture
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We have prototypes of all required hardware!



Data flow

Developed hardware is able to process all expected data online.

4 (MVD) + 16 (STT) + 20 (BDIRC) + 9 (EDIRC) + 0.6 (BTOF) + 

12.7(EMC) + 24(FwTracker) =  86.3 Gbit/s
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Synchronization
Synchronization protocol SODANET

Crucial component, required for DAQ.

Developed for PANDA, tested under different 
conditions.



Online data-processing algorithms

All crucial FPGA-based algorithms developed and tested.

In order to achieve required data-reduction factor of 100 
online event-filtering algorithms rely on:

● time-ordered hit data
● tracking (possible with lower momentum resolution)
● EMC clustering (with lower resolution)
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Monte-Carlo Simulations



Monte-Carlo Simulations

It is possible to achieve required data-reduction factor of 100 with 
● day-1 detector configuration;
● online tracking (worth resolution)
● not optimal EMC energy calibration and clustering (online data 

processing) 



Measurements with
prototype components

~2.5 GeV protons

Joint readout of few subsystems – test of event building and 
synchronisation between different brunches.



Measurements with
prototype components

EMC-TOF  time difference in case of 
energy gate for cluster. Values in red 
square show Gaus fit parameters.

Evolution with time.

EMC+TOF Results

Joint operation of several subsystems has been 
demonstrated!



Summary

DAQ TDR:

● describes requirements of the PANDA experiment;

● demonstrates feasibility of online event building and 
filtering;

● shows that we have key components of required 
hardware and firmware and software.

We have required technology and knowledge to build the 
PANDA DAQ!


