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Motivation
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Schematic Overview
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Conservative Results - High-Efficiency Selection
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Conservative Results - High-Suppression Selection
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Neural Network

The essence of Deep Machine Learning is Neural Network(NN).

A NN is a fitting function.

Linear fitting
Given k samples
{input m-dimensional vector x; output n-dimensional vector y},

there is a linear fitting function Y = w ·X + b,
where w, weight, is a n×m matrix; b, bias, is a n-dimensional vector.

Nonlinearity
In order to increase nonlinear performance, a nonlinear function, activation
function y = f(x), is introduced: Y = f(w ·X + b)

(a) Neurons (b) Multi-layer

Multiple layers

Simplest NN
Y = w ·X : Equivalent to Singular Value Decomposition(SVD)
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Neural Networks

(a) DNN (b) CNN

(c) RNN (d) Residual network
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Physics Channels and Data

(a) Physics channels

(b) Data
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Observables
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Multiclass Classification VS Binary Classification

Channels Multiclass Classification[%] Binary Classification[%]

ee 99.996 -
Phi 87.931 -
Etac 48.059 76.182
J2e 98.604 -
J2mu 99.876 99.999
D0 69.932 93.348
Dch 48.427 78.552
Ds 32.683 73.661
Lam 48.093 94.683

Conclusion: Used binary classification (one NN for individual physics channel)
instead of multiclass classification (one NN for multiple physics channels).
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Neural Network Selection

Conclusion: CNN with 4 residual blocks was the final choice.
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Comparison

Conclusion: Deep machine learning optimized all physics channels from 105% to
245%. The better the performance of the channel, the smaller the gain from deep
machine learning.
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Normal results - High Suppression Efficiency

Individual: Cross trigger line was not taken into consideration.
Total: Cross trigger line was taken into consideration.

Absolute: triggered events / simulated events
Relative: triggered events / reconstructed events

Reconstruction: Reconstructed events before trigger.
Trigger: Triggered events after trigger.
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Normal results - ROCs - Individual

Conclusion: AUCs of ”easier” channels were almost 1.
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Normal results - ROCs - Total

Conclusion: It is the result of multiple neural networks acting on multiple datasets.
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Normal - Observable Importance Ranking

ee | Phi | ... | Lam | Lamc

Conclusion: Some observables were chosen based on this table for dimensionality
reduction.
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Conclusion and Outlook

High-suppression selection was used for software trigger according to previous
study.

Binary classification was used instead of multiclass classification.

Nine NN structures were compared and CNN with 4 residual blocks was the
final choice.

Deep machine learning optimized all physics channels from 105% to 245%.

The final high-suppression efficiency was obtained.

Individual and total ROCs were plotted.

Observable importance ranking was calculated.

Is it possible to add physics in?

How to optimize the NN parameters slightly based on real experimental data?
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