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Outline

• Motivation 
o Examples from HEP experiments at LHC
o EIC experiment

• ANN in FPGA (*)

• ML in FPGA for physicists
o Experimental setup
o Offline PID analysis with ML (root / TMVA)
o Moving on to  FPGA 

Ø Choosing FPGA for ML
o Run  ML on  FPGA

• Optimization ML in FPGA  with  hls4ml package
• Global PID with multiple PID detectors
• Hardware solutions
• Outlook
• Live demonstration of the workflow (optional)

(*)  Field Programmable Gate Array 
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Motivation

• With increase of luminosity for accelerator colliders as well as a granularity of detectors for 
particle physics, more challenges fall on the readout system and data transfer from detector 
front-end to computer farm and long term storage. 

• At the LHC, data rates at the CMS  and ATLAS , are of the order  of terabytes per second

• Modern (triggered) data acquisition systems (LHC, KEK, Fair) employ several stages for data 
reduction. 

• Concepts of trigger-less readout and data streaming will produce  large data volumes being read 
from the detectors. 

• From a resource standpoint, it makes much more sense to perform data pre-processing and 
reduction at early stages of data streaming.     Would allow to use information-rich data sets  for 
event  selection. 

• Our project mostly inspired by work carried out at CERN , and progress in ML application on FPGA
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Rates example  from CMS 

Rejection is mostly defined by cross section of interesting physics processes and trigger efficiency

• CMS bandwidth: Phase-2 ~50 Tb/s (1.8TB/s in 
Phase-1) 

• The task of the real-time processing is to filter 
events to reduce data rates to manageable 
levels for offline processing.

• Level-1 typically uses custom 
hardware with ASICs or FPGAs 
(decision ~4 !s)

• The second stage of triggering, 
High Level Trigger (HLT), uses 
commercial CPUs to process the 
filtered data in software. 
(decision ~100 000 !s )
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Motivation  ML on FPGA 

Fast Machine Learning,10-13 September 2019, Fermilab

• The growing computational power of modern FPGA boards allows us to add more sophisticated algorithms 
for real time data processing. 

• Many tasks could be solved using modern Machine Learning (ML) algorithms which are naturally suited for 
FPGA architectures.

Level 1 works with Regional 
and sub-detector Trigger 
primitives 

Using ML on FPGA many 
tasks from Level 2 and/or 
Level 3 can be performed 
at Level 1
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Example from LHCb Run2
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ML on Xilinx FPGA

https://www.xilinx.com/publications/powered-by-xilinx/cerncasestudy-final.pdf

• While the large numerical processing capability of GPUs is attractive, these technologies are 
optimized for high throughput, not low latency. 

• FPGA-based trigger and data acquisition systems have extremely low, sub-microsecond 
latency requirements that are unique to particle physics. 

• Machine learning methods are widely used and have proven to be very powerful in particle 
physics.

• However, exploration of the use of such techniques in low-latency FPGA hardware has only 
just begun. 
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EIC rates estimation
Jin Huang <jhuang@bnl.gov> YR kick-off meeting 

Belle II , 8 megapixels PXD 
produces ~200 Gbps
@ 30 kHz trigger rate. 
(beam background, noise 
and synchrotron)

• EIC moves to the concept 
of streaming readout.

• Need a large computer 
farm to handle streaming 
data. 

• In terms of resources, it 
makes  sense to perform 
data pre-processing and 
reduction at the early 
stages of data streaming.
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Neural network and FPGA
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Artificial Neural Network
Image:  https://nurseslabs.com/nervous-system/

IRIS-HEP th Febraury 13 , 2019 Dylan Rankin [MIT] 
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FPGA structure

• Fist  FPGA have only programmable 
gates and routers: Field Programmable 
Gate Array .

• It can perform logical operation in parallel 
using LUTs  and  FFs.

• There are problems with the math operation 
required by the neural network.

Image from: https://www.embeddedrelated.com/showarticle/195.php
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Modern FPGA
• Modern FPGAs have DSP slices - specialized hardware blocks placed between 

gateways and routers that perform mathematical calculations. 
• The number of DSP slices can be up to 6000-12000 per chip.
• In addition, they often have ARM cores implemented using non-programmable gates, or 

“soft processor core”  MicroBlaze.

Image from: https://www.embeddedrelated.com/showarticle/195.php
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Experimental setup
and workflow



Beam setup at JLab Hall-D
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• Tests were carried out using electrons with an energy of 3-6 GeV, 
produced in the converter of a pair spectrometer at the upstream of  
GlueX  detector.
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GEM-TRD  prototype 
• A test module was built at the University of Virginia
• The prototype of GEMTRD/T module has a size of 10 

cm × 10 cm with a corresponding to a total of 512 
channels for X/Y coordinates. 

• The readout is based on flash ADC system developed 
at JLAB (fADC125)  @125 MHz sampling.

• GEM-TRD provides e/hadron separation and tracking
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Tracking with GEM-TRD
GEM-TRD can work as mini TPC, providing 3D track segments
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NN input parameters

The last histogram represents the first time bin 
after entrance window with the most soft TR 
photons spectrum.
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ML  for GEMTRD offline analysis

• For data analysis we used a neural network library provided  by  root /TMVA 
package :  MultiLayerPerceptron (MLP) 
• All data was divided into 2 samples:  training and test samples
• Top right plot shows neural network output for single module:

Ø Red - electrons with radiator
Ø Blue – electrons without radiator
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Moving forward 
• Offline analysis using ML  looks promising.

• Can it be done  in real time ?

• Here are some of the possible solutions :

• Computer farm.
• CPU + GPU
• CPU + FPGA
• FPGA only

• Steps for beginners to implement an FPGA solution:

• Select FPGA for application in ML
• Export an offline trained neural network (NN) from root to C++ file.
• Convert logical topology of NN coded in C++ to  RTL  structure of FPGA  in VHDL or 

Verilog.
• Optimize the NN  for application in FPGA.
• Create an I/O interface and  configure  FPGA.
• Perform the test with hardware.



9/25/20 Sergey Furletov 20

FPGA  market
Since Intel acquired Altera, Xilinx was left as the only major FPGA company 
in the market. Xilinx has ~50% market share while Altera (Intel) has ~37% 
and Lattice Semiconductor has a 10% market share.
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Xilinx Zynq FPGA family 
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Xilinx UltraScale+ family 

Xilinx Ultrascale+  has the most DSP on a chip.

But it lacks a real processor on a chip.
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Xilinx Virtex® UltraScale+™ 
• At an early stage in this project, as hardware to test ML algorithms on FPGA , we use a standard Xilinx 

evaluation boards rather than developing a customized FPGA board. These boards have functions and 
interfaces sufficient for proof of principle of ML-FPGA. 

• The Xilinx evaluation board includes the Xilinx XCVU9P and  6,840 DSP slices. Each includes a hardwired 
optimized multiply unit and collectively offers a peak theoretical performance in excess of 1 Tera 
multiplications per second.

• Second, the internal organization can be optimized to the specific computational problem. The internal data 
processing architecture can support deep computational pipelines offering high throughputs. 

• Third, the FPGA supports high speed I/O interfaces including  Ethernet and 180 high speed transceivers that 
can operate in excess of 30 Gbps.

Xilinx Virtex® UltraScale+™

Evaluation board XCVU9P includes 
software license (node locked & 
device-locked)  with 1 year of 
updates.
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Xilinx design software

WebPACK is free,  but device limited,
and does not support XCVU9P
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Xilinx High-Level Synthesis

The Xilinx Vivado HLS (High-Level Synthesis) tool provides a higher level of abstraction for the user by 

synthesizing functions written in C,C++ into IP blocks, by generating the appropriate ,low-level, VHDL 

and Verilog code. Then those blocks can be integrated into a real hardware system. 

The C/C++ code 

of the trained 

network  is 

used as input 

for Vivado_HLS.
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Xilinx HLS:  C++  to  Verilog

C++ Verilog

Note: fixed point calculation

Thanks to Ben Raydo for help.
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Xilinx Vivado
Vivado Design Suite is a software suite produced by Xilinx for synthesis and analysis of HDL designs.
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ML FPGA Core for TRD

• Using HLS significantly  decreases development time. (at the cost of lower efficiency  of use of 
FPGA resources)

TRD 
ML Core
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Vivado implementation report

Initial latency estimation:
From 60 ns to 1.5 !s.
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Test ML FPGA
C++  code  for test :
XTrdann ann;     //  create an instance  of  ML core. 

ev=0 out=0.192 out0=0.197
ev=1 out=0.192 out0=0.197
ev=2 out=0.233 out0=0.236
ev=3 out=0.192 out0=0.197
ev=4 out=0.165 out0=0.169
ev=5 out=0.192 out0=0.196
ev=6 out=0.462 out0=0.470
ev=7 out=0.187 out0=0.191

Test tools:
1. Vivado SDK
2. Petalinux
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hls4ml  software

• hls4ml is a software package for creating HLS implementations of 
neural networks 

• Supports common layer architectures and model software 
• Highly customizable output for different latency and size needs 
• Simple workflow to allow quick translation to HLS 

https://fastmachinelearning.org/hls4ml/
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Optimization with hls4ml package
• A  package hls4ml is developed based on High-Level Synthesis (HLS) to build machine learning 

models in FPGAs. 
article: J. Duarte et al 2018 JINST 13 P07027 
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Project scope

• To demonstrate the operating principle of the ML FPGA, we propose to use the existing setup 
of the ongoing EIC detector R&D project (eRD22) "GEM based Transition radiation detector 
(TRD) and tracker".

• To test the “global PID” performance we plan to integrate the EIC calorimeter prototype (3x3 
modules) into the ML-FPGA  setup. 

• Preprocessed data from both detectors including decision on the particle type will be 
transferred to another ML-FPGA board with neural network for global PID decision. 

• Real beam testing is planned in Hall D, where there is already a test beam site that can be 
used for testing the prototype GEM-TRD, ECAL and, if possible, Modular RICH detectors: this 
is an important part of the project to  evaluate  a  "global PID" .

• For the GEM-TRD project we already use offline Machine Learning tools (JETNET, ROOT-
based TMVA), and the results can be used for validation of the proposed implementation of 
FPGA-based neural networks .
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Filter design proposal
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ADC based DAQ for PANDA STT

6. June 2018 Seite 

35

• 160 Amplifiers;

• 5 connectors for 32-

pins samtec cables

Level 0  Open VPX Crate
ADC based DAQ for PANDA STT (one of approaches):
• 160 channels (shaping, sampling and processing) 

per payload slot, 14 payload slots+2 controllers;
• totally 2200 channels per crate;
• time sorted output data stream (arrival time, energy,...)
• noise rejection, pile up resolution, base line correction, ..

Powerful Backplane 

up to 670 GBs

L. Jokhovets, P Kulessa ..

• 40 4-channel ADCs 

(configurable up to 1 GSPS);

• Single Virtex7 FPGA



9/25/20 Sergey Furletov 36

Compute Node (PXD,Belle II) 
• The pixel detector of Belle II with its ~ 8 million 

channels will deliver data at rate of 22 Gbytes/s  for 
a trigger rate of 30 kHz

• A hardware platform capable of processing this 
amount of data is the ATCA based Compute Node.
(Advanced Telecommunications Computing 
Architecture).

• A single ATCA crate can host up to 14 boards 
interconnected via a full mesh backplane.

• Each AMC board is equipped with 4  Xilinx Virtex-5 
FX70T FPGA.
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Outlook
• An FPGA-based Neural Network application would offer online event preprocessing  and 

allow for data reduction based on physics at the early stage of data processing.

• This can reduce the size of the high level trigger computer farm and data traffic.

• Open-source hls4ml software tool with Xilinx® Vivado® High Level Synthesis (HLS) 
accelerates machine learning neural network algorithm development.

• FPGA provides extremely low-latency neural-network inference on the order of 100 
nanoseconds. 

• The ultimate goal is to build  a real-time event filter based on physics signatures.
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Backup
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Xilinx  Zynq 7000  architecture

Zynq-7000
Zynq-7000 devices are equipped with 
dual-core ARM Cortex-A9 processors 
integrated with 28nm Artix-7 or Kintex®-7 
based programmable logic for excellent 
performance-per-watt and maximum 
design flexibility. With up to 6.6M logic 
cells and offered with transceivers 
ranging from 6.25Gb/s to 12.5Gb/s, 
Zynq-7000 devices enable highly 
differentiated designs for a wide range of 
embedded applications including multi-
camera drivers assistance systems and 
4K2K Ultra-HDTV.
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Arty Z7   (Zynq-7000)
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Xilinx Virtex® UltraScale+™ 


