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Organizational

Machine Learning for Beginners I, September 21th, 14:00 - 14:45

Machine Learning for Beginners II, September 21th, 15:00 - 15:45

Machine Learning for Beginners III, September 22th, 14:15 - 15:00

Machine Learning for Beginners IV, September 23th, 14:15 - 15:00

Support Vector Machines, September 24th, 15:15 - 16:00
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Overview

Literature

Introductory Example

Historical Overview

Linear Classifiers

Gradient Descent

Neural Networks Learning (Backpropagation)

Overfitting vs. Underfitting

Bias-Variance Dilemma

Support Vector Machines

Machine Learning is a large field, here we will focus and Neural Networks
and Support Vector Machines.
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Literature History of Artificial Intelligence & Machine

Learning

Some figures are from:
The Quest for Artificial Intelligence (Nils J. Nilsson)
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https://ai.stanford.edu/~nilsson/QAI/qai.pdf


Literature Machine Learning

Some figures are from:
Pattern Recognition and Machine Learning (Christopher M. Bishop)
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https://www.microsoft.com/en-us/research/people/cmbishop/prml-book/


Literature Neural Networks
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Literature Support Vector Machines
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Literature Deep Learning
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https://d2l.ai/


An Introductory Example
Suppose that a fishpacking factory wants to automate the process of
sorting incoming fish (salmon and sea bass).
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After some preprocessing, each fish is characterized by feature vector
x = (x1, x2) ∈ R

2 (pattern), where the first component is the lightness and
the second component the length.
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Pattern belongs to Class?

?
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Given labeled training data (x1, y1), . . . , (xN , yN) ∈ R
n × Y coming from

some unknown probability distribution P(x, y). In this example,
Y ∈ {salmon, sea bass} and n = 2. Unseen (unlabeled) pattern belongs to
class salmon or sea bass?
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A (too underfitted) Classifier
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This linear separation suggests the rule: Classify the fish as salmon if its
features falls below the decision boundary, otherwise as sea bass.
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A (too overfitted) Classifier
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A too complex model will lead to decision boundary that gives perfect
classification accuracy on training set (seen patterns), but poor
classification on unseen patterns.
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A Good Classifier
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Optimal tradeoff between performance on the training set and simplicity of
the model. This gives high classification accuracy on unseen patterns, i.e.
it gives good generalization.
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An Optimal Classifier

lightness

le
n

g
th

2 4 6 8 10

1
4

1
6

1
8

2
0

2
2 seabass

salmon

R1

R2

T.Stibor (GSI) ML for Beginners 21th September 2020 - 25th September 2020



History of Neural Networks

1943 Model of McCulloch and Pitts

1962/
1960

Adaline (Widrow and Hoff), Perceptron (Rosenblatt)

1969 Book: Perceptrons (Minsky and Papert)

Decline of neural network research

1982 Hopfield Network, (Hopfield), Recurrent Networks, Energy Function

1986/
1985

Backpropagation (Rumelhart, Hinton, Williams, Le Cun (actually first proposed by Werbos, 1974))

Era of Neural Networks

1992 A Training Algorithm for Optimal Margin Classifiers (Boser, Guyon and Vapnik), first paper on SVM

1995 Support-Vector Networks (Cortes and Vapnik)

Era of Kernel Methods (SVM, Kernel-PCA, Kernel-Fisher Discriminants, etc.)

Neural Networks were however still used

Note, this historical overview is far from being complete
(c.f. The Quest for Artificial Intelligence (Nils J. Nilsson))
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https://ai.stanford.edu/~nilsson/QAI/qai.pdf


Neuron & Model of McCulloch and Pitts

Taken from: The Quest for Artificial Intelligence (Nils J. Nilsson)
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https://ai.stanford.edu/~nilsson/QAI/qai.pdf


Book Perceptrons (Minsky and Papert)

Taken from:
Pattern Recognition and Machine Learning (Christopher M. Bishop)
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https://www.microsoft.com/en-us/research/people/cmbishop/prml-book/


History of Neural Networks (cont.)

Decline of neural network research
Bengio, Hinton, LeCun and others still worked on neural network (see Deep Learning in Neural Networks: An Overview (Schmidhuber))

2000 SVM’s are state of the art classifiers

2009 ImageNet: A large-scale hierarchical image database (Deng et al.) (see Image Classification on ImageNet)

2012 ImageNet Classification with Deep Convolutional Neural Networks (Krizhevsky, Sutskever and Hinton)

Era of Deep Neural Networks (also called Deep Learning)

2018 ACM Turing Award: Bengio, Hinton and LeCun

2020 Deep Neural Networks are state of the art classifiers, however ensemble classifier (XGB, Random Forrest, etc.) and SVM are still useful
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https://arxiv.org/pdf/1404.7828.pdf
https://paperswithcode.com/sota/image-classification-on-imagenet
https://scholar.google.com/citations?user=JicYPdAAAAAJ


Overview ImageNet

≈ 14 million annotated images to indicate what objects are pictured.

Objects categorized into 1000 classes (e.g. ’Tibetan mastiff’, ’Great
Dane’, ’Eskimo dog, husky’, ...

Top-1 score: Check if predicted class with highest probability is the
same as the target label.

Top-5 score: Check if target label is one of your 5 predictions with
highest probability.
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Why are Deep Neural Networks so successful?

Amount of data
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Traditional machine
learning algorithms

Deep neural networks

Deep Neural Networks (Backpropagation) are universal, that is, applicable
to a large class of problems: Vision, speech, text, . . . and scale with data.
Backpropagation (forward + backward pass) is intrinsically linked to
matrix multiplication (GPU’s, TPU’s).
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Attendance AI & ML conferences (1984 - 2019)

Taken from: Artificial Intelligence Index, 2019 Annual Report (pp. 39)
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https://hai.stanford.edu/sites/default/files/ai_index_2019_report.pdf


Machine Learning Framework

Machine Learning ≡ Optimization & Statistics
Data ≡ (input data, target data)

Θ

input data

predicted data probability
while not min LossΘ(target data, predicted data) {

fit parameters Θ

}

while not max Prob(target data, input data |Θ) {
fit parameters Θ

}
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Machine Learning Framework (Example SVM)

Machine Learning ≡ Optimization & Statistics
Data ≡ (input data xn, target data yn)

Θ

input data

predicted data
while not min LossΘ(target data, predicted data) {

fit parameters Θ := w, b (normal, offset)

}

minimize 1
2‖w‖2

subject to yn(w
T · xn + b) ≥ 1

n = 1, . . . ,N

w

x1

x2

1
‖w‖

1
‖w‖

2
‖w‖

{x |wT · x + b = 1}

{x |wT · x + b = 0}
{x |wT · x + b = −1}
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Machine Learning Framework (Example One-Class SVM)

Machine Learning ≡ Optimization & Statistics
Data ≡ (input data xn)

Θ

input data

predicted data
while not min LossΘ(input data) {

fit parameters Θ := c, r (sphere center, radius)

}

minimize r2

subject to ‖xn − c‖2 ≤ r2

n = 1, . . . ,N
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Machine Learning Framework (Example HMM)

Machine Learning ≡ Optimization & Statistics
Data ≡ (input data)

Θ

input data

probability
while not max Prob(input data |Θ) {

fit parameters Θ := s,H,E (start vector, hidden
matrix, emission matrix)

}

max Prob(input data |Θ)

E1 E2 E3

S1 S2

S0

0.6 0.4

0.4

0.30.7 0.6

0.1 0.4 0.5 0.7 0.2 0.1

T.Stibor (GSI) ML for Beginners 21th September 2020 - 25th September 2020



Machine Learning Framework (Ex. Neural Networks (NN))

Machine Learning ≡ Optimization & Statistics
Data ≡ (input data X, target data Y)

Θ

input data

predicted data
while not min LossΘ(input data, predicted data) {

fit parameters Θ := W(1,2,3), b(1,2,3) (matrices,
vectors)

}

minimize 1
2‖f (W(3)f (W(2)f (W(1)X+

b(1)) + b(2)) + b(3))− Y‖2

x1 x2 xD

a
(1)
1 a

(1)
2 a

(1)
N1

a
(2)
1 a

(2)
2 a

(2)
N2

y1 y2

W(1),b(1)

W(2),b(2)

W(3),b(3)

parameters to fit
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