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Current Approach (local Method):

I.    Create Track Segments by using a simple feed-forward network

to accept hit-pairs, and decides weather 

or not they are on the same track or not

Track segments in

(FS1+FS2)

(FS3+FS4)

(FS5+FS6)

II.    Interpolate Track Segments by using recurrent neural network.

TrackSeg 1 TrackSeg 2 TrackSeg 3

TrackSeg 1

TrackSeg 2

TrackSeg 3
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Convolution Neural Network (CNN):
• The convolutional neural network architecture is central to computer vision 

(Image classification, Object detection).

• The input is an image (2D array of pixels).

• The first layer in a CNN is always a Convolutional Layer.
• Learning weights here are called filters.
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Graph Neural Networks (GNN):

• The prime example of a non-euclidean datatype is a graph.

• Graphs are a type of data structure that consists of nodes (entities) that are 
connected with edges (relationships).

• Building on this intuition, Graph Neural Network (GNN) aims to learn from 
non-euclidean data (graphs).

• The vast majority of deep learning is performed on Euclidean data.

• There are also Non-euclidean (e.g. social networks) data can represent more 
complex items and concepts with more accuracy than 1D or 2D representation.
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Graph Convolution Networks (GCN)
.

The 2D convolution takes the 

weighted average of pixel values 

of the red node along with its 

neighbours (determined by the filter)

Graph Convolution is an operation to 

take the average value of the node 

features of the red node along with its 

neighbours (but nodes/pixels) are 

unordered and variable in size)

A Comprehensive Survey on Graph Neural Networks (arXiv 1901.00596)

Message Passing Neural Networks (MPNN) aim to learn node representations with 
recurrent neural architectures (graph iterations)
It has two phases: message passing phase, read-out phase.
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GCN applied to FTS (Global Method):

Novel deep learning methods for track reconstruction (CTD 2018)

• GCN is used as a binary classifier (hit-pairs classification or edge classification).

• Input is a graph (FTS hits of one event only vertical layers).

• Two main components: edge network and node network.

• Edge network uses the node features to compute edge weights.

• Node network aggregates node features with the edge weights and updates 

node features.

• With each graph iteration, the model propagates information through the graph, 

strengthens important connections, and weakens useless ones.

node features = [x, z, isochrone, layer_id, phi].

graph iterations = 5
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Graph Construction:
.• Box Generator:

Momentum 0.1 – 6 GeV/c

Polar angle  0 – 10o.

6 tracks per event 𝝁±.

• Trained on 10k events (Classification Accuracy 98.5%).

Ideal outputWhole event graph
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Example Output Graphs:
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Network Performance:
Box Generator 1-track/event, momentum 1 GeV/c
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Network Performance:
Box Generator 1-track/event, momentum 3 GeV/c
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Network Performance:
Box Generator 1-track/event, momentum 6 GeV/c
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Network Performance:
Box Generator 3-track/event, momentum 1 GeV/c
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Network Performance:
Box Generator 3-track/event, momentum 3 GeV/c
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Network Performance:
Box Generator 3-track/event, momentum 6 GeV/c
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Network Performance:
Box Generator 5-track/event, momentum 1 GeV/c
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Network Performance:
Box Generator 5-track/event, momentum 3 GeV/c
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Network Performance:
Box Generator 5-track/event, momentum 6 GeV/c
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Conclusion and outlook:

• Another deep learning approach (global method)

• Accuracy ~99%

• Clustering by just network output is promosing.

• Same method for STT (Adeel Akram)

• Implementation on FPGA (Weijia Wang - KIT)

• Try different architectures (for node embedding)
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THANK YOU
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